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Chapter 1

Manifolds

E are interested in studying spaces that are “locally modelled on R™", on which
one can do calculus. For instance, we may have a function f from such a space
to R, and we may ask the rate of change of such a function at a point in some

particular direction.

§1.1 Basic constructions

Definition 1.1.1: Topological manifold

A topological n-manifold is a Hausdorff, second-countable topological space that
is locally Euclidean, i.e. for each point p € M, there exists a neighborhood of p
homeomorphic to an open subset of R.

Recall that Hausdorff means that for every pair of points p,q € M there is a pair
of disjoint neighborhoods U and V of p and ¢ respectively. Second-countable means
that there exists a countable basis B. That is, B is a countable collection of open sets
B = {U;} such that every open set U C M is the union of some of the U;’s.

Example 1.1.2

Trivially, R™ is itself a manifold. It is clearly Hausdorff; and it can be seen to be
second-countable by taking the countable basis to be the balls centered at Q™ with
rational radii.
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Both the Hausdorff and the second-countable conditions are preserved under taking
subsets; while the locally Euclidean condition is preserved under taking open subsets.
Thus open subsets of manifolds are manifolds. In particular open subsets of R™ are
manifolds.

There are lots of examples of manifolds in nature that arise as subsets of R™ cut out
by some equations.

Example 1.1.3: Locally Euclid. sp. but not Hausdorff and/or 2nd-count.

from homework.

Theorem 1.1.4: Classification of 1-manifolds

Any connected 1-manifold is homeomorphic to either R or a circle.

Proof. Omitted. See the work of Gale in the Dropbox. |
Remark 1.1.5: Equivalent definition, topological manifold

In the definition of a topological manifold, one can equivalently require every point
p € M to have a neighborhood homeomorphic to R™, or homeomorphic to an open
ball in R”. Indeed, if p has a neighborhood U with U = U C R (via f), then take
a ball B C U containing f (p). Thus f~1(B) is a neighborhood of p homeomorphic
to a ball in R™ and hence also homeomorphic to R™. The reverse equivalency is
easy.

Definition 1.1.6: Coordinate Chart
If M is an n-manifold, a coordinate chart is a map
6 M>U S U cCR”

Definition 1.1.7: Local Coordinates

For each p, if ¢: U =, U is a coordinate chart about p (i.e. p € U), then we can
write

o(p) = (z*(p),...,2"(p)) € U C R™

We call the x%(p)’s the local coordinates of p in U. Sometimes when talking about
the point p we may just refer to its local coordinates instead of p.

Example 1.1.8: Empty Set is Manifold of any Dimension

The empty set @) is an n-manifold for every n.
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Example 1.1.9: Sphere is manifold

Consider the unit sphere in R*+1:
S" ={x e R"": |z| = 1}.
There are multiple ways to write down charts for the sphere, here’s one way: Let
Ut ={(',...,a""): 2" > 0} c 9"

U~ ={(z',...,a"): 2" <0} C 5"

First of all, these are all open subsets of S™ and they cover S™. We then define
the maps

¢F: UF — B1(0) CR"

(..., 2" ) = (xl,...,mt"',...,x”"'l)

which is a homeomorphism with inverse

(b, ..., 2") = |2t .. 2t

The Hausdorff and second-countable conditions are trivial since S™ is a subset of
R,

Example 1.1.10: Graph of continuous map is manifold

Suppose U C R™ is open, and f: U — R¥ is a continuous map. Define the graph
of f to be
L(f) = {(z, f(x)): € U} C R" x RF = R"*F.

Consider the projection onto the first factor:
¢:T(f) - UCR"
which is a homeomorphism with inverse
z > (z, f(x)).

This makes I'(f) an n-manifold (with a single chart), embedded as a subset of
R tE,

The fact that graphs of continuous maps are manifolds also allow us to see that the
sphere is a manifold since it is “locally a graph".
Proposition 1.1.11: Product of Manifolds is Manifold

Suppose M and N are m- and n-manifolds respectively. Then M x N isan m+n
manifold
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Proof. Given charts .
¢p: M DU —-UCR™

and .
Yv: NDV -V CR"”

we can define
dxV: MxNODUXV —UxV CR"xR"=R""

by
¢ x (U, V) = (¢(U), ¥ (V)).

Then ¢ x v is a chart for M x N, and any (U, V) is in the domain of such a chart. W

The above proposition immediately implies that the n-torus
T =8 x-..x 8t
—_———
n-times
is an n-manifold.

Example 1.1.12: Real projective space is manifold

Consider real projective n-space, defined as
RP" = 5" [x~ -z

with the quotient topology. Recall that the quotient topology is the following: if
7: 8™ — RP™ is the projection, then U C RP™ is open if and only if 7= *(U) C S™
is open.

Recall from Example 9 that there are charts on S™

¢f: U - R"

where ‘

Ut ={(z',...,2"") e s": 2" > 0}.
We claim that for all ¢, 7r| y~+ is a homeomorphism onto its image V; C RP". Indeed,
7T|U+ is injective since no pair of antipodal points on the sphere is contained in the

same hemisphere, it is surjective since 7 is a projection; it is continuous simply by
being a projection; and it is an open map since if W C U;L is open, then

7 Y a(W)=Wu-Ww

which is open in S™, thus 7(W) is open in the quotient topology. Combining these
three properties of 7T|U+ gives us the homeomorphism. Therefore, we have the

following charts for RP™:

—1
¢ o (ﬂ" +) : Vi = B1(0) C R™
U,

§1.2 Covering Spaces and Group Actions
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Proposition 1.2.1

Suppose f: X — Y is a covering map and X is second-countable and Y is Haus-
dorff?. Then X is an n-manifold if and only if Y is.

Firstly, the requirement that X be second-countable is necessary, otherwise we may
have something like this: Let R be equipped with the discrete topology, so it is not
second-countable and thus not a manifold. Then

R — {0}
is (trivially) a covering map but {0} is a O-manifold.
Proof. We omit the proof for the Hausdorff and second-countable statements.

Suppose X is locally Euclidean. Given y € Y, find a neighborhood U of y that is
evenly covered:

fﬁl(U):HUi

where each f‘Ui : U; — U is a homeomorphism. Pick some i, and let z = f‘Ui (y)~ %, and
pick a neighborhood V of z with V' = R"™ (from X being locally Euclidean). Without
loss of generality we can assume V = U;. Then f(V) is a neighborhood of y that
is homeomorphic to R™, showing that Y is locally Euclidean. The other direction is

similar. |

Motivated by the above proposition, we would like to study covering spaces of man-
ifolds. We outline some facts relating covering spaces with group actions.

Definition 1.2.2: Properly discontinuous action

Suppose that T' is a group acting by homeomorphisms on a manifold X, i.e. we
have a group homomorphism

I' — Homeo(X).

We say that the action is properly discontinuous if for all compact subset K C X,
we have that
{veT:v(K)NK #0}

is a finite set.
Example 1.2.3
1. If X is compact, then the action of I' on X is properly discontinuous if and

only if I' is a finite group.

2. Z™ acting on R™ via v(z) = z + v for v € Z™ and « € r™. Thus v € Z"
corresponds to the homeomorphism of R™ that is translation of v. Now if
K C R™ is compact, then K C Bg(0) C R" for some radius R. If

v(K)NK #0

for some v € Z", it implies that there exists z € R™ such that |z| < R
and |z +v| < R, which together with the triangle inequality, means that
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|v| < 2R. But there exists only finitely many v € Z"™ with norm less than
or equal to 2R, thus the action is properly discontinuous. It is often useful
to draw the orbit of an element to visualize a group action. In this case, the
orbit of an element consists of integer translates of it:

3. If T is infinite and has a global fixed point, i.e. there exists x € X such that
~v(x) = x for all ¥ € T, then T' does not act properly discontinuously. This
can be seen by taking K = {z}. For example, take the action of Z on R via
n(xz) = 2"z for n € Z and x € R. Here the action fixes 0 € R. here we have
orbits that look like this:

Definition 1.2.4: Free action

A group action of a group I' acting on a set X is free if there exists no v € '\ er
that fixes a point of X.

Example 1.2.5

1. The action of Z™ on R™ in the previous example is free.

2. An example of a properly discontinuous but non-free action is the following:
Consider Z/2Z acting on R? where the nontrivial element acts via (z,y) —

(xv _y)'

3. An example of a free but not properly discontinuous action is the following:
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Consider Z acting on S' = {e? | § € R} C C via
n(eie) _ ei(GJrna)

where we fix some real number o such that £ is irrational. The the orbits

look like

s}

where we never come back to any of the same points as the action rotates
each point. More precisely,

0+na=0 mod 27

if and only if
n = 0.

Thus the action is free. The action is not properly discontinuous because S*
is compact and Z is not finite.

Theorem 1.2.6

If X is a locally compact Hausdorff space and T' acts on X freely and properly
discontinuously by homeomorphisms, then the projection

7r:X—>1“\X

is a covering map.
Here I'\ X is the set of all orbits I',, equipped with the quotient topology given
by m(z) =T,.

Recall that locally compact means that for any p € X, there exists a neighborhood of
X with compact closure. For instance, all manifolds are locally compact, since under
a chart ¢: U — U, we can take a small enough ball around ¢(z) inside ﬁ, and the
preimage of this ball is the desired neighborhood around x with compact closure.

Corollary 1.2.7

If X is a manifold and I" acts on X freely and properly discontinuously, then I'\ X
is a manifold.
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Proof of Theorem 6. Given 2z € X, pick a neighborhood U of z with compact
closure. Then the set

A={y:y(U)NU # 0}
is finite by definition of properly discontinuous action. Now by freeness of the action, no
v € T fixes x. Thus for any v € T'\ er there exist disjoint open neighborhoods V' and W,
of z and () respectively (by Hausdorffness). Since the action is by homeomorphisms,
so in particular the action is continuous, v~ 1(W) is open. Then set

U, =V sy (W)

which is an open neighborhood of  contained inside V' with the property that v(U,) C
W therefore
U, ny(U,) = 0.

Here’s a diagram of what all this looks like up to this point:

W
/% §1%2,

@ V%)
s a’?(i)%{ M*r/

Now set
O=(\U,NU.
yEA

Then O is a neighborhood of z since A is finite so O is a finite intersection of neighbor-
hoods of x. Further, O has the property that

~F(O)NO =0
for all v € T'\ er non-trivial elements of I'. This is because if v ¢ A then y(U)NU =0

It follows that the sets

70,7 €T
are all disjoint. Indeed if
aONp£D
then
ONa O #D

contradicting 1.2. But then if we set
V={T,:z€0}

we have

= '(V)=1|]~0

yel’
and 7 restricts to a homeomorphism

71"“{0: 7O =V

for each . [ |
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Example 1.2.8

1. Consider
RP" = 7/97.\5

where the non-trivial element of Z/27Z acts via z — —x. This action is free
and properly discontinuous, so we get another proof that RP™ is a manifold.

2. If Z™ acts on R™ via v(z) = x + v for v € Z™, & € R™, then zn \R" is an
n-manifold. In fact,

zn \R" 2 81 . x gt = T
(verify this).
Definition 1.2.9: Fundamental domain

If T acts on X, a fundamental domain for the action is a closed set D C X such
that

1. Int(D) N~(Int(D)) = 0.
2. U7 ~v(D)=X.
Example 1.2.10: Fundamental domain of Z? acting on R?

A fundamental domain is the following closed square:

76 R

Lotk dm D
- ( et 3}%”’*)

Example 1.2.11: Fundamental domain of Z/2Z acting on S>
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We can take any closed hemisphere.

Because of the second condition in the definition of fundamental domain,
T X =T \X
restricts to a surjection on D, and hence to a quotient map on D, so

F\X o~ ch \D b2l

where the RHS is the quotient of D by the equivalence relation x ~ y if there exists
v € T such that y(x) = y.

Fundamental domains are helpful since only boundary points of D are identified, and
one can often take D to be a polygon where sides are identified by the I'-action. For
instance, for Z2 acting on Z? we have

L¢ \D 1
v 7T
giving us
uF \D ” T2.
And for Z/27Z acting on S? we have

D

- <<
~

0—‘”’(”!4”@ @s:f\ﬁg «w\‘L/
\7\w17 Ng ?/&“‘Hﬂu('

giving us
ch \D” o~ RP2

Announcement: Office hours Tuesdays 2pm, Thursdays 8am.
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§1.3 Smooth Manifolds

Recall that a function f: R — R™ is C* at p € R” if all the partial derivatives of
the component functions f* of f exist up to order k£ in a neighborhood of p and are
continuous there. So, we require continuity of the functions

aﬁfi

_ ,=1,... <
goi e L heomibsk

)

in a neighborhood of p. We say f is smooth, or C* at p if it is C* at p for all k. Common
examples of smooth functions: exponentials, trig functions, polynomials.

Problem 1. If M is an n-manifold and f: M — R, is a function, what should it mean
for f to be smooth at p € M?

Figure 1.1: We want to say that f is smooth at p if f o ¢(p)~! is smooth at ¢(p).

Problem: What if we use a different chart? Say we have two charts around p,
¢:U—>UCR"and: V=V CR™

f o ¢~ may be smooth at ¢(p), but maybe f o ~! is not at ¢(p). Thus we need
the charts to be “compatible”:

If poyp~! and 1 o ¢! are smooth then

foy ™t =fop T o(poy™),

so fow~!is smooth at 1 (p) if and only if fo ¢! is smooth at ¢(p) since compositions
of smooth functions are smooth.

Definition 1.3.1

If $: U - U C R™ and ¥: V — V C R™ are charts, then

pop L p(UNV) = d(UNV)
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=>

e ¢

ﬂ A
m{U}N)ﬁ \[ )
N % |

N

Yo t:p(UNV) = yp(UNV)

and

are called the transition maps between the two charts. We say that ¢ and ¢ are
smoothly compatible if their transition maps are smooth.

A set of charts whose domains cover m is an atlas for M. An atlas A is called
smooth if all its charts are smoothly compatible.

Definition 1.3.2: Smooth function

If M is equipped with a smooth atlas, then f: M — R is smooth at p € M if

1. there exists a chart (U, ¢) around p such that f o ¢~! is smooth at ¢(p), or
equivalently

2. for all charts (U, ¢) around p, f o ¢! is smooth at ¢(p).
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Example 1.3.3

Some smooth atlases function equivalently: on the 1-manifold R we have atlases
A={(R,1d)}

and
B={((z—-1,2+1),Id): z € R}.

But f: R — R is A-smooth if and only if f is B-smooth if and only if f is smooth
in the usual sense.

Example 1.3.4

Still on R, take again
A={(R,1d)}

and ,
B={(R,z+ z*)}.

But now the function Id: R — R is A-smooth, yet it is not B-smooth, since
Ido(zx s 2*) ' =2+ ¥z

which is not smooth at 0.

Definition 1.3.5: Maximal atlas and smooth structure

A smooth atlas A is mazimal if it is not contained in a larger smooth atlas.
Equivalently, A is maximal if any chart that is compatible with all charts in A is

in A.

Definition 1.3.6: Smooth structure, smooth manifold

A smooth structure on M is a maximal smooth atlas. A smooth manifold is a
manifold equipped with a smooth structure.

Example 1.3.7

1. R™ equipped with the “idenity chart" {Id: R™ — R"}, which generate the
maximal atlas

A= {¢: U — U smooth homeo btw open subsets of R™ with smooth inverse}

2. If V is an n-dim vetor space, then we can consider the atlas

A = {linear isomorphism L: V — R"}.
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This is a smooth atlas, since the transition maps are of the form
L'oL™':R" - R"

where L, L' € A, so is smooth (The topology on V is either given by requiring
that every such L is a homeomorphism. or alternatively pick a norm |-| on
V and set d(v,w) = |[v — w| to get a metric on V).

3. If VW are m,n-dimensional vector spaces, then the space of linear maps
L(V,W) is a vector space of dimension mn, and hence is a smooth manifold.

4. We shall consider all 0-manifolds to be smooth manifolds. Here, a 0-manifold
is a countable set equipped with the discrete topology, since R is a point.
Charts have the form

{pt} - R®

and transition maps R® — RO are just the unique map, which we will consider
to be smooth.

5. 8™ with the charts which we constructed before form a smooth atlas.
PIC

¢f o (o) "Mt ... a™)

6. Products of smooth manifolds have a natural smooth structure.

7. Open subset U C M where M is a smooth manifold. Since for every chart
¢: V — V for M, you get a chart ¢|UOV for U. Transition maps are restric-
tions of transition maps. For example, if V' is a vector space, consider

GL(V) = {linear isomorphisms V' — V'}

which is an open subset of the vector space L(V, V'), and hence is a smooth
manifold of dimension (dim V')2. By the way, it is an open subset because

GL(V) = det (R \ 0)

where R\ 0 is open, and det: L(V, V) — R is continuous.

Smooth manifold with boundary Smooth manifolds with boundary are defined in
the same way, requiring that transition maps between charts

¢:U—UcCH"

are smooth. Note that the transition maps go from open subsets of H" to open subsets
of H". Here, if A C R® a map f: A — R¥ is smooth if f extends to a smooth map
defined on a neighborhood of A.
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Proposition 1.3.8

Every smooth atlas for M is contained in a unique maximal one. Two smooth
atlases determine the same maximal one if and only if the charts in one are com-
patible with the charts in the other.

Proof. [ ]

Lemma 1.3.9

If M is a set and {U,} are subsets of M with bijections
Oa: Uy — U, C (open) R"

or H" if you want a manifold with boundary. Such that

1. for all o, 8 the sets ¢o(Uy NUp) and ¢g(Uy N Up) are open in R™ and the
transition map ¢z o ¢! is smooth.

2. Countably many of the U, cover M.

3. If p # ¢q in M, either there exist U, 3 p,q or there exist disjoint U,,Ug
containing p, q respectively.

Then there exists a unique smooth structure on M where the ¢, are charts.

Proof. See Lee. |

Here, the topology on M is generated (as a basis) by the preimages ¢_!(V), where
V C U, is open.
You can use this to define a smooth structure on a vector space.

Example 1.3.10

et V be an n-dim vector space. Define
G (V) = {k-dim subspace H C V'}

this is called the Grassmannian of k-dim subspaces of V. We want to show that
G (V) is naturally a k(n — k)-manifold. See Lee for the details of the idea. Given
a decomposition V = A ® B where dim(A) = k and dim(B) = n — k, then for any
linear map f € L(A, B), counsider the graph of f:

P(f) = {a+ fla): a € A)
is a k-dim subspace of V. So we can use

L(A,B) — Gk(V)
fe=T0f)

as the inverse of a chart for G (V). See Lee for details about why transition maps
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are smooth (they’ll turn into matrix additions and multiplications after choosing
suitable coordinates).

Definition 1.3.11

If M, N are smooth manifolds, we say that a function f: M — N is smooth at
p € M is there exists

PIC

such that 1) o f o ¢~ ! is smooth at ¢(p). We call

pofopt

the the coordinate representation of f.
We say that f is smooth if it is smooth at every p € M.

Example 1.3.12

1. Smooth maps of Euclidean spaces, with repesct to the standard smooth struc-
ture on R™.

2. Constant maps, identity maps.

3. The inclusion i: U — M of an open submanifold. If p € U, take an M-chart
¥:V — V around p = i(p). Then

Y]y VAU = 6(V NU)

is a chart for U around p. So the coordinate representation is
voio(Wl,,,) ! =1d
which is smooth.

4. Consider A: S™ — S™ defined by A(x) = —z. This is called the antipodal
map. If for instance p € U;r then on Uf we have

¢; (—x) = —¢] (2)

PIC

Thus the coordinate representation of our map is z — —z, which is smooth.

Some facts about smooth maps:
1. Smooth maps are continuous.

2. Composition of smooth maps are smooth.

Theorem 1.3.13: Diffeomorphism
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A smooth bijection f: M — N with smooth inverse f ! is called a diffeomorphism.
If there exists a diffeomorphism f: M — N we say M and N are diffeomorphic

Example 1.3.14

1. If S*{x € R"*": |z| = r}, then S” is naturally a smooth manifold (just like
with S™), and if r, s > 0,

Sy — Sy

s
T -
T

is a diffeomorphism. Using the orthogonal projection charts, the coordinate
representation of the above will be also x — 2 - z. Thus spheres of different
radii are all diffeomorphic.

2. Consider the smooth 1-manifolds
(R, {8: R = R}), (R, {z — z°}).
We have the diffeomorphism
fr (R {B:R—>R}) = (R, {z — 2°})
r— Jr

This is a bijection, and in coordinates it is
PIC

so the coordinate representation is the identity map, so is smooth. Similarly
f~ 1 is smooth.

Remark 1.3.15

Milnor-Kervaire (1963) showed that there exists 15 smooth structures on S7 up
to diffeomorphism. Donaldson-Freedman (1984) showed there exists uncountably
many smooth structures on R* up to diffeomorphism. In dimensions 1,2,3 any topo-
logical manifold admits a unique smooth structure up to diffeomorphism (Rado,
Bing, Moire).

Definition 1.3.16: Smooth covering map

If M, N are smooth manifolds, a smooth covering map is a map w: M — N such
that for all p € NV there exists a neighborhood V' 3 p such that

(V) = v
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where each
Ty, : Vi—=>V

is a diffeomorphism.

Example 1.3.17

m:R— St
t — (cost,sint)

is a smooth covering map. If

U={(z,y) € S*':y >0}

then
7 N U) = |_| 27k, 27k + ).
keZ
The map
U—(-1,1)
(z,y) =

is a chart for S!, so in local coordinates 7 is the map ¢ +— cost, which is smooth.
One can check that the inverse U — [27k, 27k + 7] is smooth for all k as well.

Consider

R—R

x> 22

which is smooth, and is a covering map since it is a homeomorphism, but it is not a
smooth covering map.

Proposition 1.3.18

If X — Y is a (topological) covering map, and Y is a smooth manifold, then there
exists a unique smooth structure on X such that m is a smooth covering map

Proof. Idea: Given z € X, pick an evenly covered neighborhood of 7(z), i.e.

m(z)eU, = *U)= |—.|Ui'

Shrinking U, we can assume we have a chart ¢: U — U C R". If x € U; then gom: U; —
U we can take as a chart around z. These form a smooth atlas for X. For local
coordinates around z, 7(x), we can take the charts ¢ o m and ¢ and then the coordinate
representation is

mo(pom)t=1d

so 7 is a diffeomorphism U; — U. |
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Proposition 1.3.19

Suppose X is a smooth manifold and I" acts on X properly discontinuously and
freely by diffeomorphisms. Then there exists a unique smooth structure on I'\ X
such that the quotient map

m X =7 \X

is a smooth covering map.

Proof. See Prop. 4.40 in Lee. Idea: Given p € X, let U > p be a neighborhood all of
whose translates v(y), ~v € T, are disjoint. Shrinking U, we can assume it is the domain
of a chart ¢: U — U C R™. Then n(U) C I'\ X is open and

7T|U2 U —n(U)
is a homeomorphism, so we can take
QSOW’Uil: w(U) = U

as a chart for I'\ X around = (p).

PIC

If 7(p) = m(q) € I\ X, then ¢ = y(p) for some v € T".

PIC

and on V N~(U) we have

—1 _
(7ly) omly, =17

so near 9(q), the transition map is ¢ o v~ 0 9~1, which is smooth since v~ 1: X — X
is smooth. ]

§1.4 Constructing Smooth Maps

Lemma 1.4.1

The function f: R — R defined by

is smooth.

Proof. PIC
Idea: The point is to show that f is smooth at t = 0. Every time you take a
derivative, a —t% comes down from an exponent. But for all &,

1

_1
t

—0 ast—0

because exponentials grow faster than polynomials. This “implies" that f*) = 0 for all
k.
See Lee for details. ]
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Lemma 1.4.2

Given 0 < r1 < 7o, there exists a smooth function H: R™ — R such that

H=1on B, (0)

0< H < 1on B,,(0)\ B, (0)
H=0onR"\ B,,(0)
We call H a bump function.

PIC

Proof. Set
f(ra —||)
flra = |zl) + f(lz] — 1)
where f is the function defined in the previous lemma. Then since 0 < f < 1, we must
also have 0 < H < 1.
We have

H(z) =

|z <r1 e f(z|—m)=0& H =1.

And similarly
x| <72 & f(re—|z|) =0 H =0.

It is smooth since f is smooth and the denominator is never 0; and the fact that |-| is
not smooth at x = 0 does not matter since H = 1 in a neighborhood of the origin. W

Definition 1.4.3

If f: M — R is a function, we define the support of f to be

supp(f) = {p € M: f(p) # 0}.

We say f is compactly supported if supp(f) is compact.

For instance, H as defined above has support
supp(H) = By, (0)
and so H is compactly supported.
Example 1.4.4
If M is a manifold and
¢: U — B3(0) CR"

is a chart, then setting 11 = 1, ro = 2 above in the construction of H, we can
define

F:M—R
H
:1:»—){ op(x) €U

0 otherwise
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Then this is a non-constant smooth function on M, which we can also call a bump
function.

PIC

If x € U, then we can use ¢ as our chart around x, and the local coordinate
representation of F' is H, which is smooth. If x ¢ U, then since supp(F) is a
compact subset of U, so there exists a neighborhood of  on which F' =0, so F is
smooth at x.

Now we can create many smooth functions on M by summing up bump functions.

Definition 1.4.5: Locally Finite Collection of Subsets

A collection A of subsets of M is locally finite if every p € M has a neighborhood
U that intersects only finitely many elements of A.

Definition 1.4.6: Refinement of an Open Cover

If A is an open cover of M, a refinement of A is another open cover R such that
for any R € R there exists A € A with R C A.

Definition 1.4.7: Paracompact

We say M is paracompact if every open cover of M admits a locally finite refine-
ment.

Example 1.4.8

An open cover of R that is not locally finite:
O ={(a,b): a <0,b>0}

This is not locally finite since there exists infinitely many intervals and they all
contain 0.
A locally finite refinement of O is

U={(x—-2,z+2):x€Z}
since given p € R, only finitely many intersect (p — 1,p 4+ 1). Also, for all z,

(x—2,24+2)C(—|z—-2|-1,|])

Theorem 1.4.9: Existence of Locally Finite Refinement for a Cover on Manifold

Let M be a topological manifold and B be a basis of open sets. If A is an open
cover of M, then there exists a locally finite refinement R of A with R C B. In
particular, manifolds are paracompact.
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Lemma 1.4.10

M is o-compact, i.e. there exists a sequence K1 C Ko C ... of compact sets with
Uki=Mm
i

i.e. {K;} is a compact exhaustion of M.
Proof. Fix a countable basis B for M. For each p € M, let U, be a neighborhood of
p with compact closure, and let B, be a basis element with
p € B, CU,.

Choose an enumeration of
B ={B,:pe M}

as
B/ = {Bl,BQ,Bg, .. }
Then set .
K =|JB;
j=1
The Ej is a closed subset of some Up, which is compact, so itself is compact, and
JKi=M

Proof of Theorem. Let (K;) be a compact exhaustion of M as in the Lemma.
PIC
Set
Vi = Kjp1 \ Int(K;)
so is compact; and
w; = Int Kj+2 \ Kj,1

so is open. If p € Vj, pick some A4, € A with p € A, and then pick a basis element
B,eB, andpec B, C A,NW;.

Then the union of all such B, covers V;, which is compact, so there exists a finite
subcover. Let B’ be the union of all these finite subcovers for 7 = 1,2,3,.... Then
B’ C B and is a locally finite refinement of A. Check each of these. For local finiteness:
Given p € M, p € V; for some ¢, and then W; is a neighborhood of p. But the sets above
only intersect W; for
1—2<j<i+2

and there are finitely many elements of B’ associated to each j, so only finitely many
intersect W;. |

Definition 1.4.11: Partition of Unity

Suppose M is a topological space, and X = {X,} an open cover. A partition of
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unity subordinate to X is a family
Pa: M —[0,1]
satisfying
1. supp po C X, for all a.

2. The set of supports {supp p,} is locally finite, i.e. every point of M has a
neighborhood that intersects only finitely many supports.

3. >, Palr)=1forall z € M.

Theorem 1.4.12: Existence of Partitions of Unity

Suppose M is a topological manifold, with or without boundary. Take X = {X,}
an open cover. Then there exists a partition of unity subordinate to X. If M is
smooth one can take the functions in the partitions of unity to be smooth.

Proof. Let’s assume M is a smooth manifold without boundary. By the theorem from
last time, there exists a locally finite refinement {U;} of X such that for each ¢, there
exists some V; D U; and a chart

such that
Ui = ¢; ' (B2(0)).
such U;’s form a basis for the topology of M. Let

H:R" —[0,1]

be > 0 exactly on By(0) and = 0 otherwise. Then set

defined by
Ho¢; eV,
€T) =
1) {O otherwise

Then this f; is smooth, with support supp f; = U;. Since {U;} is locally finite, thus so
is the set of supports
{supp fi} = {Ui}.

This is because if a neighborhood W > p intersects Uj, it intersects U; too. Each f; is
supported inside U;, which is contained in some X,. Something went wrong here, see
Lee ?

While probably > f; # 1, not that each p has a neighborhood on which only finitely
many f; are non-zero (supports are locally finite), so

f) =3 filw)

is well defined and smooth. Also, f > 0 because f; > 0 on U; and the U; cover M. So,
if we set
_fi

i 7

then we have
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1. suppg; = U; C some X,
2. {suppg;} is locally finite
3.2 9i=1
Problem: g;’s are indexed by 4, not a. So, for each 4, pick some (%) such that
U; C Xai)-

Then for a given «, set

Po = Z 9i

i: oi)

We have supp p,, = Ui\a(i):aﬁi cX |

Corollary 1.4.13: Existence of Smooth Bump Functions

Suppose M is a smooth manifold. For any closed A C M and open A C U. Then
there exists a smooth bump function for A supported in U. That is, there exists a
smooth function f: M — [0, 1] such that

f=1lon Asupp f CU.
Proof. Set V.= M\ A, and let {py, pv} be a partition of unity subordinate to {U, V'},

where supp py C U, supp py C V. Then py has the desired properties: p =1 on A since
supp py C V implies py =0 on A and we must have py + py = 1. |

§1.4.1 Some Applications of Partitions of Unity
Definition 1.4.14: Proper Map

A map f: M — N is proper if preimages of compact sets are compact. i.e. when-
ever K C N is compact, so is f~1(K).

Here’s an example of a proper map

R™ — [0, <]
z = ||z

Indeed, if K C [0,00] is compact, then K C [0,7] for some r < oo, thus f~}(K) C
f71([0,7]) = B,.(0) C R", which is compact. Since K is closed, and the function is
continuous, the preiamge f~!(K) is a closed subset of the compact set B,.(0) and hence
is compact.

how to interpret properness? Recall that the 1-point compactification of a metric
space X is the space
X =X U {0}

where the topology is generated by open subsets of X, and sets of the form (X \ K)U{co}
where K C X is compact.
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A sequence (z,,) is X converges to oo in X is defined to be: for all K C X compact,
there exists N € N such that z,, ¢ K for all n > N. We usually write x,, — oo; or say
“x, exists every compact subset of X", or “(x,,) exists X".

What’s the point? f: X — Y is proper if and only if whenever z,, — oo then
f(x,) = oo as well. E.g. if z,, — oo in R™, then the norm |z, | — occ.

Here’s the application of partitions of unity:

Corollary 1.4.15

If M is a smooth manifold (even with boundary), there exists a smooth proper
function f: M — [0, 00).

PIC
Note: If M is compact, we can take f to be constant.

Remark 1.4.16

You can replace second-countability in the definition of a manifold with metrizabil-
ity. This is naively related to the Corollary, in that you'd like to set f(x) = d(z,p)
for some fixed p. But this function may not be smooth, and may not be proper,
e.g. if M = (0,1) with Euclidean distance.

Proof. Let {V;} be a countable open cover of M where each V; has compact closure
J J
(invoking second-countability). Let {p;} a subordinate partition of unity. Set

f: M —[0,00)
pHZj'Pj(p)

This f is smooth and positive. If K C R is compact, pick r > 0 such that K C [—r,7].
Then if p € f~1(K), we have

fo)=> i pilp) <.
J
so some j with p;(p) # 0 satisfies j < r. Thus p € V; for some j. So
e Uv
j=1

which is compact. We also know f~!(K) is compact since f is smooth so is continuous.
|

§1.5 Lie Groups

Definition 1.5.1: Lie group

A Lie group is a smooth manifold G with a group structure such that the multi-
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plication and inversion maps

m: GxG—G
(a,b) — ab

i:G—> G

a+—a

are smooth.
Example 1.5.2

1. (R™,+)

GL,,(R) = {invertible n x n matrices}

is an open subset of {n X n matrices} = R™ and hence is a smooth manifold.
Matrix multiplication is polynomial in the entries, so is smooth. Cramer’s
rule gives a formula for A™! in terms of determinants of submatrices of A,
and determinants are polynomials of the entries, so the entries of A~! are
rational functions (with denominator det A # 0) in the entries of A, and
hence smooth.

Also, if V is a finite dimensional vector space, GL(V) is a Lie group.
3. St ={e"?: 9 € R} C C with complex multiplication. (You check)
4. If G and H are Lie groups, then G x H is.

5. Any discrete, countable group is a 0-dim Lie group.

Remark 1.5.3

If G is a Lie group, g € G, let

Ly:G—=G
Ly(z) — gz

be the “left translation by ¢g" map. This map is smooth because multiplication
is smooth, it also have an inverse L,-1, so is a diffeomorphism. If we let g act
on G via L4, we have a transitive action of G on itself by diffeomorphisms. So
in particular, no manifold with non-empty boundary has a smoothly compatible
group structure since there does not exist a diffeomorphism taking a boundary
point into the interior.

Definition 1.5.4: Lie group homomorphism

If G, H are Lie groups, a Lie homomorphism is a smooth group homomorphism
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f:G—H.

Example 1.5.5

—_

.Sl Cr=C\ 0.

[\

. exp: (R, 4+) = (Rsg, X) is a Lie group isomorphism.

w

. det: GL,(R) — R,

>~

iR — S f(t) = et

Any topological manifold G with a continuous group structure admits a smooth
structure with respect to which the operations are smooth, and even such a real analytic
structure. Real analytic maps of R™ are those that are locally expressible as power series.
A real analytic structure on a manifold is an atlas with real analytic transition maps.
See Gleeson, Montgomery, Zippin 1952, answering Hilbert’s 5th Problem.

Also, any continuous group homomorphism between Lie groups is smooth.
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Calculus on Manifolds

§2.1 From Multivariable Calculus

We start by doing some review of multivariable calculus. If p € R™, the tangent space
at p s

TR, =R"
viewed as the space of vectors based at p.
PIC
We define

Head: TR) — R"
V= U+Dp

Vecey: R"%TRZ
T—T—p

Suppose U C R" is open. Then f: U — R" is differentiable at p € U if there exists

a linear map
dfp: TR, — T]R?”Ep)

called the derivative map, such that
1) — Head(dfy(Veey (1))

wop ol

In other words, the linear map df, approximates f up to first-order at p:

Example 2.1.1
If L: R" =+ R™, and p € R", then L is differentiable at p with dL, = L.

Exercise: Show df, is unique if it exists.
If f is differentiable at p, then in coordinates, df, is represented by the Jacobian

matrix

of1 0f1
ozl T oz
Jfp = .
Ofm Ofm
oxl T oz

where f = (f17"'7fm)'
Example 2.1.2

v: (a,b) = R is differentiable at p if and only if the derivatives of all the compo-

29
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nents ; exist, in which case

dvi(1) = Jyp =

where 1 € R” = TR?. This is equal to

s—0 S

i.e. the velocity vector of v at time t. Picture:
PIC

Remark 2.1.3

In higher dimensions, it is not true that f is differentiable when all partial deriva-
tives exist, e.g.

f:R* =R

0 z=0o0ry=0
. —
(z-9) {1 otherwise

Then this has all partials defined at 0, but is not differentiable at 0.

Theorem 2.1.4

If fis C' in a neighborhood of p, i.e. all first partial derivatives exist and are
continuous in a neighborhood of p, then f is differentiable at p.

Suppose f: R" D U — R™ is differentiable at p, v € TR}. Then df,(v) is called the
directional derivative of f in the direction of v. What is it? Let us try approaching p
along the path ¢t — p + tw.

|f(p+tv) — (dfp(tv) + f(p))]

lim =0
t—0 [tv|

then multiplying by |v| and reorganizing:
i | {2 t0) = flp) _ tdfp(v)|
t—0 t t

e Fp+1) = 1(9)

o p+tv)—fp
dfp(v) = }g% 7
PIC

Example 2.1.5
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If v = €7, the ith standard basis vector, then

AR z*
p t—0 t 87-”

A Corollary of this is that df, is represented in coordinates by the Jacobian Jf,, the
matrix of partials. Here’s the proof: The coordinate representation of df, is

(dfp(e"), - dfp(e) = T fy.

Example 2.1.6

Let f: R® = R, f(z,y) = 2% — 2.
PIC

J fo.0) = (0,0),  Jfa,0 =(2,0)

so this is saying at (0,0), f is well-approximated by the zero function; and at (1,0)
it is well-approximated by (z,y) — 2.

Theorem 2.1.7: Chain rule
Suppose
f:R*">U—-SR™, ¢g:R">V - RF

and f(p) € V. If f, g are differentiable at p, f(p) respectively, then g o f is differ-
entiable at p and

d(go f), =dgsp) - dfp.

Corollary 2.1.8

If f: U — V is a diffeomorphism, then
dff_(;,) = (dfp)iy

In particular this implies d f, is invertible.

Proof. Apply chain rule to fo f~ = Id. [ |
Corollary 2.1.9
If f: R" DU — V C R™ is a diffeomorphism, then m = n.

Proof. dfp: R® = R™ is a linear isomorphism, so m = n. |
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§2.2 On Manifolds

We would like to define tangent spaces and derivatives for manifolds and smooth maps
PIC

§2.3 Tangent Space

We want for every manifold M, point p € M, a vector space T'M,, the tangent space at
p. We also want for every f: M — N that is smooth at p, we want a linear map

dfp: TMy — TNy

such that

1. TR} == R", and TH,' := R" defined as before, and the derivative df, of a map
fiR* DU — V C R™ is as before (i.e. generalizing what we did before).

2. If Id: M — M is the identity map, then dId, = Id: TM, — T'M,, for all p.

3. (Locality) If U € M is open and i: U < M is the inclusion, then
dip: TU, — TM,
is an isomorphism for all p.

4. (Chain rule) If f: M — N, and g: N — P are smooth at p, f(p) respectively, then
d(go f), =dgsp odfp

Properties 2 and 4 together imply that if f: M — NN is a diffeomorphism, then df, is
an isomorphism for all p.
Now if M is an n-manifold, say even with boundary, then T'M,, is n-dimensional for

all p € M. Indeed, pick a chart ¢: U — U c H™ around p. Then
M«—U%U < H
taking derivatives:

TM, <2 TU, 222 TU, ) <2 TH,) = R"

(»

where these maps are isomorphisms. In the future, we will often use locality to identify
TU, = TM,. In this case, you can interpret the above as saying that a chart induces
an isomorphism

“depy: TM,, — THY ()"
§2.3.1 A Construction of the Tangent Space at p

Pick a chart at p R
¢o:U—U

and define TM, = TRY
rigorously, set

) But we don’t want to have to pick a specific chart. So

™, ={(¢,v): ¢: U — U C R" is a chart around p,v € TRg(p)} /o
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where (¢, v) ~ (¢, w) if
Ao, (v) =
This is an equivalence relation: for instance if (¢, v) ~ (¢, w) then
d(d0v™) ) () =AW 087) ) (w)
=d(@o¢ 1)¢(p)( w)
=.

You can verify reflexivity and transitivity.
At this point the tangent space is not a vector space yet. For all charts ¢, the map

TRy, — TM,
= [(¢,0)]

is a bijection. It is injective because (¢,v) ~ (¢, w) implies w = d(¢o¢~1) (v) thus
v =w. It is surjective because if [(),w)] € T M, then

(¥, w) ~ (¢, d(¢oy™) (w)).

We then define a vector space structure on 7'M, so the above bijective maps are linear
isomorphisms. That is, given two elements of T'M,, we can represent them as pairs

[(,v)], [(¢,w)] and define
[(¢,0)] + [(¢,w)] = [(¢, v + w)]

and similarly
Al(@,v)] = [(¢, Av)].
This is well defined since d(w ) gb_l) is linear.

Definition 2.3.1

If f: M — N is smooth at p, we define
dfp: TMp — TNf(p)

by
dfp([$,0)]) = (¥, d(o fos™), ) ()]

where ¢ is a chart around p, and 1 is a chart of N around f(p).

Exercise: Show well defined, and linear. The linearity follows from the fact that
d(i/) ofo w’l) is linear.

Now we must verify the properties we wanted in the beginning.

2. Identity Given Id: M — M, pick a chart ¢ around p € M and use it for both
charts in the domain and range. So

dldy([¢,0]) = [(¢,d(d0Tdo™") ()] = [¢,v]
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3. Locality If U C M is open, pick a chart ¢, for M around p and restrict it to give
a chart ¢y for U. Then if i: U — M is the inclusion,

dip([¢v,v]) = [6,d(ear0i0dpt), () (V)]
= [¢7 ’U]

thus di,, is an isomorphism.
Try to verify the chain rule.

Theorem 2.3.2

There exists only one definition of T'M,,df, up to canonical isomorphism.

Proof. Homework. [ |

§2.4 Derivations

Let M be an n-manifold and let
C*°(M) = {smooth functions M — R}.

This is an algebra over R, i.e. elements of C*°(M) can be scaled by real numbers, and
they can be added and multiplied pointwise.
Let v € TM,, define the map

D,: C®(M) R
frdfp(v) € TRy, =R

where we called df,(v) the derivative of f in the direction v (directional derivative).

Proposition 2.4.1

If f,g € C°°(M), then
1. Dy(Af) = A- Dy(f), for all A € R.
2. Dy(f +9) = Du(f) + Du(9).
3. (product/Leibniz rule) Dy(f,g) = Duf - g(p) + f(p) - Dog.

Proof. First, note that the proposition is true for M = R":
1. Trivial.
2. Trivial.

3. This is the multivariable product rule, which can be proved by considering Jacobian
matrices, which amounts to using the one-variable product rule to write out all
the partial derivatives.

For the general case, choose a chart ¢: U — U C R™ around p. Then for all f € C°°(M),

Dy(f) = dfp(v)
=d(fo d)*l)qﬁ(p) (d¢p(v)) chain rule backwards

= Dag,(w)(fo o™ ).
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Moreover,
(f+g)og¢ ™t =fod ™ +gog™!
(f-9)o¢t=(fop™!) (goo™)
SO
Dy(f +9) = Dag,w)((f +9) 0 ¢™")
= Dag,w)(fod™ +g09¢7")
= Dy, (v)(f ©67") + Dug, ) (g0 67").
And similarly for products and also for scaler multiplication. |

Definition 2.4.2: Derivations at p

A derivation of C*°(M) at p is a linear map
A:C*(M)—>R

such that
A(fg) =A(f)glp) + f(p)A(g).

The set of all derivations at p is written DM, and is a vector space under addition.

The Proposition above says that we have a map

TM, - DM,
v D,

This map is linear, since Dqy1gw = Dy 4 BD,, since df), is linear for every f.

Theorem 2.4.3
This map above v — D,, is an isomorphism of vector spaces.

This gives another proof of the uniqueness of T'M,, up to isomorphism. Alternatively,
you can define T'M,, as DM, like in Lee.
Before the proof, we need some facts about derivations. Let A € DM,,. Then

1. If f is constant, then A(f) = 0.
2. If f(p) = g(p) = 0, then A(fg) =0.
3. If f = g in a neighborhood of p, then A(f) = A(g).
Proof. 1. It suffices by linearity to show that A(1) = 0. We have

implying A(1) = 0.

2. This follows immediately from the product rule.
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3. Suppose p: M — R is a smooth function that vanishes outside U, and p = 1 in
the neighborhood of p where f = g (its existence is guaranteed by the existence
of smooth bump functions). Then

0=A(p-(f—g)) since 0=(f—g)(p)
=A(f —g)p(p) + Alp)(f — 9)(p)
=A(f—g)
=A(f) - A(g)

§2.5 Tangent Vectors in Coordinates

In R™, we will sometimes use the notation % » for the element e; € TR). The notation

reflects that we can view e; as the associated directional derivative, i.e. the ith partial.

If ¢ = (x!,...,2") is a chart for M, we will also abusively write
0 0
TM, > -—| =dg¢," < - ) € TR} -
Oz P : Oz #(p) :
PIC
The vectors % » i=1,...,n form a basis for T'M,,.

§2.6 Velocity Vectors
Suppose v: (a,b) = M is a smooth path. Then

d 0
S) =) = ay (m) € TM,

is called the velocity vector of v at time ¢.
PIC

Proposition 2.6.1
Any v € TM, is a velocity vector of some smooth path v with v(0) = p.

Proof. Pick a chart ¢ around p and take the path

v: (—€,€) > M
t= ¢ ((6(p) + tddy(v))
—_—

line in R™

which is defined for small . Then
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and

7'(0) = dyo (gt)

— a0y, (5(60) + a0, ()

= d¢;(1p) (d¢p (v))

= .

)

So we can now view tangent vectors as velocity vectors of paths. Also via the chain rule,
if v € TM,, and v satisfies 7v/(0) = v, then for f: M — N some smooth function, we can
visualize df,(v) as

dfp(v) = dfp(7(0))

RAE

=d(fo ’Y)o <(’?t>
= (f27)(0).
PIC

§2.7 The Tangent Bundle

Suppose M is a smooth manifold and set

T™ = | | TM,.
peM

Sometimes we will write v € T M, as (p,v). There is a natural projection

mTM — M
(p,v) = p

Example 2.7.1

For U C R",
TU = | | TRy = U x R™.
peU

Definition 2.7.2: Global differential

If f: M — N is smooth, set the global differential to be

df: TM — TN
(p,v) = (f(p), dfp(v))
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Note that
d(go f) =dgodf.

Theorem 2.7.3: Smooth structure on the tangent bundle

T M has a natural 2n-dimensional smooth structure (where n = dim M) such that
the projection m: TM — M is smooth. Moreover, if TM, TN are equipped with
their smooth structures and f: M — N is a smooth map, then df: TM — TN is
smooth.

Note, given f: M — N smooth, we can then consider the “second derivative"
ddf: T(TM) — T(TN)
but this is very confusing.
Proof. Suppose ¢: M DU — U C R" be a chart for M. Then we can use
d¢: TM DTU - TU 2 U x R” C R*"
as a chart for TM. If (¢, V) is another chart for M, we have
dpodp™: THUNV) = Ty(UNV)
but by the chain rule, this is just
d(go¢™),
so in coordinates it is
d(Wod™) (pv) = oo (p),d(wos™) (v)
=Wod ' (p), J(Woo™), v)

The J(¢op™1), is a matrix of partials varying smoothly with p, since ¢ o¢~! is smooth.
So di) o d¢~! is smooth. The charts d¢ for TM have open images in R?”, and any two
points of T'M are either in the same chart or in disjoint charts, and countably many
of them cover TM. So by Lemma from before, they are charts in a unique smooth
structure.

With respect to these charts, we have

TM > TU -2 TU c R™ x R®

lﬂ J{P
M>U —2 S 0UcRr®

where p is the projection onto the first R™, which is smooth. So 7 is smooth. And
similarly, given f: M — N, if (U, ¢), (V, %) are charts around p, f(p), respectively,

TM>TU - TN c TV

A
70 ————— TV

d(pofe™")

and since 1 o f¢~! is smooth, so is d(¢ o f¢~1), this implies df is smooth. [ |
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§2.8 Vector Fields

Definition 2.8.1

A vector field on M is amap X : M — TM such that ro X =1d, i.e. X(p) € TM,
for all p € M.

The smooth structure on T'M allows one to say X is continuous or smooth, etc.
On R", vector fields have the form

p— (p,X(p), X(p)eR"

and we often write

" 0
X(p) = Zai(p)@~
i=1

There will be more on vector fields on the homework.



Chapter 3

Structures of Smooth
Manifolds

§3.1 Classes of Maps between Manifolds

Definition 3.1.1: Local diffeomorphism

A smooth map f: M — N is a local diffeomorphism at p if there exists open
neighborhoods U 3 p and V' 3 f(p) such that

f|U:U—>V

is a diffeomorphism.

Example 3.1.2
1. Diffeomorphisms are local diffeomorphisms. This is trivial, just take U = M
and V = N.
2. The inclusion i: U — M of an open subset, take U = U, V = i(U).

3. Smooth covering maps.

Note, if f is a local diffeomorphism at p, then df, is an isomorphism. Since deriva-
tives of diffeomorphisms are isomorphisms by chain rule and only depend on f in a
neighborhoood of p. In fact, we have the converse:

Theorem 3.1.3: Inverse Function Theorem

If f: M — N is a smooth map such that df, is an isomorphism, then f is a local
diffeomorphism at p.

Remark 3.1.4

1. Suffices to prove for R™ — R”, by choosing charts.

2. For f: R — R, the Inverse Function Theorem says that if f/'(p) # 0 then
f is a local diffeomorphism at p. This is because a non-zero linear map
between one-dimensional vector spaces must necessarily be an isomorphism.

40
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Definition 3.1.5: Contraction

Suppose X is a metric space. A map g: X — X is a contraction if there exists
A < 1 such that

d(g(x), g(y)) < Ad(z,y)
for all z,y € X.

Lemma 3.1.6

Suppose X is a complete metric space. Then every contraction g: X — X has a
unique fixed point.

Proof of Lemma. Take z € X. Then (we can show) the sequence {g‘(z)} is
Cauchy. Hence gi(x) — p € X as i — oo. It follows that p has to be a fixed point
by continuity of g. Thus a fixed point exists.

If p, g are fixed points, and p # ¢, then

d(g(p),9(q)) = d(p,q) £ Ad(p,q).
A contradiction. ]
3/10

Proof of Inverse Function Theorem. Suffices to prove for f: R* — R™, f(0) =
0, dfo = Id.

Set h(z) = f(z)—x, sodhg = 0. Pick e > 0 such that |dh,| < 3 for all p € B.(0) = B.
where the |dh,| is the Euclidean norm of Jacobian, i.e.

2
Z @i
i

If x,y € B, by Prop. C29 in Lee, we have

1)~ hw)| < gl — v
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(an application of Mean Value Theorem essentially). But by triangle inequality and
definition of h,

oyl < 17@) — )|+ ) ~ hiy)
<17(@) — F)|+ 5l

thus )
lz =yl < 1f @) = fy)l-

This shows f is injective on B.
We claim that f(B) D B./2(0): If |y| < §, we want x € B such that f(x) = y. Set

G(z) = —h(z) +y =z — f(x) +y.
So, f(x) =y if and only if G(z) = z. If |z| < €, we have
|G(z)| < |h(z)] + |yl
< glel+ 5
=2y

<e

Hence G sends the closed ball B.(0) into itself. It is also a contraction since
! !/ ]‘ /
|G(2) = G(2)] = [h(z) = h(2')] < S|z —2'].

Applying Contraction Mapping Lemma, there exists € B such that f(x) = y.
So if we take
U= BE(O) N f_l(BE/Q(O))

then
f|U: U — BE/Q(O)

is a bijection. It is a homeo by
1
Sz =yl < [f(z) = f(y)]

which implies
|7 @) = ()] < 20w —yl.

You can check it is a diffeomorphism by showing directly that df ! is the derivative of
f~1, from the definition. See Lee. [ |

Definition 3.1.7

If f: M — N is smooth, the rank of f at p is defined to be
dimim(df,).

If f has the same rank r at every point, we say it has constant rank, and we write
rank f =r.
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[Rank of a Smooth Map] Note that, the rank of f at a point p is the rank of the
coordinate representation of f at the image of p in the chart.

" > %\'(\7 ™ —’O@f > 'TN,F(V

"/p ~7 &1}\’ = = L"(ﬂq)

Myp, o
T > TPW(;@/

dis o Ak,

Proposition 3.1.8: p — rank of f at p is lower semi-continuous

Suppose f has rank > r at p. Then there exists a neighborhood of p on which f
has rank > r.
In other words, we claim that the map p — rank f at p is lower semi continuous.

Proof. Suffices to take f:R™ = R™. Then the condition rank d f, > r is equivalent to
the statement that some r X r minor of J f,, is non-zero. Here, a minor is the determinant
of a square submatrix made by removing some of the rows and columns of Jf,. This is
an open condition on p, so rank df;, > r in a neighborhood of p. Since this specific minor
of Jf, is a continuous function of p, it is non-zero in a neighborhood of p, implying f
has rank > r in a neighborhood of p. |

Definition 3.1.9: Map of Full Rank

We notice that the rank of f at p is always at most min{dim M,dim N}. So if f
has full rank (at p) if the rank equals this minimum (at p).

Corollary 3.1.10: Full Rankness is Local

If f has full rank at p, it has full (and in particular constant) rank in a neighborhood
of p.
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Definition 3.1.11: Submersion and Immersion

We say the smooth map f: M — N is a submersion (at p) if rank = dim N at p.
We say f is an immersion (at p) if rank = dim M (at p).

Equivalently, f is a submersion at p if d f, is surjective; and f is an immersion
at p if df, is injective.

Example 3.1.12

A linear map L: R" — R™ is
1. an immersion if and only if it is injective.
2. a submersion if and only if it is surjective.
3. a diffeomorphism if and only if it is bijective.

These are all consequences of the fact that dL, = L for all p.

Example 3.1.13

1. fmpyr: M X N — M, mp(p,g) = p is a submersion. In the usual charts for
M x N, mys is projection onto the first coordinate, so its derivative is also,
and hence has full rank.

2. m: TM — M, same reason.

3. v: (a,b) = M is an immersion if and only if 7/(¢) # 0 for all ¢.

Theorem 3.1.14: Constant Rank Theorem

Suppose f: M — N has constant rank r in a neighborhood of p. Then there exists
charts around p, f(p) in which f has a coordinate representation of the following
form:

(zh,...,2™) = (2',...,2",0,...,0).

When f is a submersion at p (so also in a neighborhood of p), this becomes

(zh,...,2™) = (2 ... 2").

When f is an immersion at p, this becomes

Exercise: If L: R™ — R" is linear, show there exists isomorphisms A: R"™ — R™ a

B: R" — R" such that BLA™! has the form above:

BLA '(z',...,2™) = (z*,...,2",0,...,0)
where r = dim L(R™) = rank L.
Proof. See Lee.

44
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Definition 3.1.15

An immersion f: M — N is called an embedding if it is a homeomorphism onto
its image.

Example 3.1.16

1. The inclusion i: U < M of an open subset of M is an embedding.

2. S™ < R™*! is a homeomorphism onto its image since the topology on S™ is
defined to be the subspace topology.

To show immersion, using the natural coordinates

¢+ = projection onto the coordinate plane spaned by el,... é;,..., €n+t1

P =

we get
io(¢f)7t: By(0) — R

is just ()~ which has full rank since it is

(..., 2") — (xl,...71—W/fo,xi,...,x")

essentially because we see all the 2*’s in the image.

3. If f: M — N is smooth, then M — M x N, p+— (p.f(p)) is an embedding

Example 3.1.17: Non-examples

1. v: R — R?, 5(t) = (#3,0) is a homeomorphism onto its image but is not an
immersion.

2. v: R = R? as the following is not injective, so not an embedding.

3. 7: R — R? as the following is an injective immersion, but not a homeomor-
phism onto its image

Let T2 = 72 \RQ, 7: R? — T? the covering map, o € R. Then
. 2
Yo: R—=T
t— 7(t, at)

PIC

This 7, is the composition of an immersion ¢ — (¢,at) and a local diffeo-
morphism (covering), so it is an immersion.
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Is it an embedding? If o = g € Q, then for all n € Z,

Yalt +qn) =m (t + qn, g(t + qn))
p
7(t + gn, gt + pn)
= x(t, 2t)
q
= Ya(t)

S0 74 is periodic with period ¢, thus 7, is not an embedding since it is not
injective. But it induces an embedding

= qZ \R — T2
If o ¢ Q, then « is injective since suppose

Ya(t) = 7Ya(s)

where t # s. Then
(t —s,a(t — s)) € Z*

hence
alt—s) € Z

so a € Q, a contradiction. But you can check that if « ¢ Q, its image is a
dense subset of T2, so not an embedding (see Lee).

Example 3.1.18

The image of an embedding is called an embedded submanifold.

Remark 3.1.19: Smooth structure on embedded submanifold

Note: N C M is an embedded submanifold if and only if it has a smooth structure
such that the inclusion ¢: N < M is an immersion. The reverse direction is clear
since i is always a homeomorphism onto its image. In the forward direction, if
f: N = M is an embedding, we want to say f(N) has a smooth structure such
that the inclusion is an immersion. Idea is to use that f is a homeomorphism onto
its image to transfer the smooth strcuture of N onto its image: if ¢: U — U is a
chart for N, let

po fH f(U) =T

be a chart for f(N). This defines a smooth structure, and with respect to these
charts, the coordinate representation of i: f(N) — M is just the coordinate rep-
resentation of f, so ¢ is an immersion since f was.

Theorem 3.1.20: Local Slice Criterion for Embedded Submanifolds

A subset N C M is a k-dimensional embedded submanifold if and only if for each

46
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p € N there exists an M-chart around p
¢:U—>UCR™=RFxR™ ¥

considered as

¢ = (¢1,¢2)
where ¢; maps into R* and ¢ maps into R™*. Such that
NNU = ¢ HR* x ¢o(p)).
This is called the local slice condition.

PIC

Proof. Forward direction: Around p, the Local Immersion Theorem implies that there
exists charts (U, ¢) and (V,9) for N, M, respectively, sending p — 0 and where

Yoiog Hat, ..., 2F)=(z',...,2%0,...,0) e R™ = RF x R™~*,

Shrink the domains of ¢, so their images are exactly the e-balls around 0, for some
small € > 0. Then
i(U) = ¢~ LR x 0).

Moreover, since 7 is an embedding, there exists an open W C M such that WNN = i(U),
since i(U) is open in N. The restriction

Blyaw: VAW = RF x R™F

then satisfies i
W)yow) REx0) =NNVNAW)

as desired. ]

Note: this Local Slice Condition is not true for the image of an immersion: PIC
figure eight
or, even an injective immersion, e.g. an irrational line on the torus 7°2.

Example 3.1.21

Suppose f: R™ D U — R™ is smooth. Then the graph

L(f)={(p, f(p): pe U} CR" xR™

satisfies the local slice condition, so is a submanifold of R™ x R™. This is because
given p € U, set
¢: UxR™ = R" xR™

é(p,q) = (p,q — f(p))
This is a chart for R™ x R™ such that

D(f) = p~ ' (R" x 0).

Note, any subset of R™ that is locally the graph (of a smooth ) of some coordinates
against the other is similarly an (embedded) submanifold, e.g. S™ C R"*1.
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Definition 3.1.22: Properly embedded submanifold

A properly embedded submanifold is an embedded submanifold N C M such that
i: N = M is proper. Equivalently, that N is the image of a proper embedding.
Here, a map is proper if the preimages of compact sets are compact.

Example 3.1.23

1. Any compact submanifold, e.g. S™ C R"*!. Because any continuous map
from a compact space to a Hausdorff space is proper.

2. (non-example) Take (0,1) C R is not properly embedded since i~1([0,1]) is
not compact.

Proposition 3.1.24

A submanifold S C M is properly embedded if and only if S is closed in M.

Example 3.1.25

If M is a manifold with boundary, then the boundary OM C M is a properly
embedded submanifold. This is because M-charts all give the local slice condition,
and OM is a closed subset.

Theorem 3.1.26

Suppose f: M — N is smooth with constant rank 7. Then each level set f~1(q),
q € N, is a properly embedded submanifold of M with codimension r.
Here, if X C M is a submanifold, then

codim X = dim M — dim X.
Proof. Around any point p € f~!(q), the Constant Rank Theorem gives charts
(U, ¢), (V, ) around p, f(p), respectively. Say with ¢(p) = (f(p)) = 0, such that

Yofoe tat,...,a™) = (2% ...,2",0,...,0).

But then ¢ is a local slice chart for f~1(q) C M because

UNnf g =¢ (0xR™)
Wherel? >)< R™~" is exactly what maps to 0 = v(¢q) under ¢yo fo$~ . And the dimension
of f7*(q) =r.

The properness follows from f continuous, thus the preimages of points are closed.
|
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Example 3.1.27: Constant rank maps

1. Any Lie homomorphism f: G — H (smooth homomorphism of Lie groups)
has constant rank: If g € G,

H——H
Ly

Then taking derivatives at the identity,

TGGLG

dfel J{dfq

TH. dLj(g) THy(g)

Hence df.,df, are maps with the same rank because the horizontal maps
are isomorphisms. This implies f has constasnt rank. So the kernel ker f =
f~1(e) of any Lie homomorphism is a properly embedded submanifold of the
domain.

2. SL,R C M« is a properly embedded submanifold. GL,, R C My, is an
open submanidold.
det GL, R = R

is a group homomorphism, soi has?? SL,, R is a submanifold of GL,, R, hence
of My, xn-

Definition 3.1.28: Regular/critical point/value

Suppose f: M — N is smooth. Then p € M is a regular point if d f,, is surjective,
i.e. f is a submersion of p. We call p a critical point otherwise. We call ¢ € N a
reqular value if each p € f~1(q) is a regular point; otherwise, we call q a critical
value.

Note, if g ¢ f(M), then q is a regular value.

Theorem 3.1.29

If f: M — N is smooth and ¢ € N is a regular value, then f~1(q) is a properly
embedded submanifold of M with codimension equal to the dimension of N.

Both the above Theorems imply that if f is a submersion, then each f~1(q) is a sub-
manifold.

Proof. Same as before, using Local Submersion Theorem (Constant Rank Theorem
applied to submersions). [ ]
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Example 3.1.30

1. 8™ ¢ R*"*! is a submanifold of codimension 1. We can realize
St =f71)

where f: R"Tt — R, f(2) = \x|2 And df, = 0 exactly when x = 0, and
otherwise is surjective, so 1 is a regular value.

2. Set
O(n)={A € Myun: ATA=1T}

be the orthogonal group. If (,) is the standard inner product (dot product)
on R™, then

A€ O(n) & (Av, Aw) (v, w)
< columns of A form an ONB for R™
< If {v;} is an ONB, so is {Av;}.

Claim: O(n) is a submanifold of M,,x,. We will realize O(n) as the preimage
of a regular value of some map. Set

S(n,R) = {A a symmetric n x n matrix,ie. AT = A}

. . 1 . . . . . . .
which is an %—dlmen&onal manifold, since we can prescribe arbitrarily

all entries a;; with ¢ > j, and then the others are determined, so S(n,R) =
Rnr(n+1)/2

Define

o: GL,R — S(n,R)
A ATA
We want to show
O(n) = @ (1)

a submanifold, so we want to show I is a regular value: If A € O(n), let
~v(t) = A+ tB where B € M, «,. Then

d®4(B) = (2 07)'(0)
d

dt<A +tB)T(A+1tB)

t=0

d
= &ATA +tBTA+tATB+*B”B

t=0
=BTA+ ATB.

Then

dPA: TGL, R = Myyp — S(n,R) = TS(n,R);
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is surjective, since if C' € S(m,R),

d® 1AC = }AC TA+AT1AC
A\ 2 ~\2 2
= %CT(ATA) + %C(ATA)

1 1

=C.

§3.2 Sard’s Theorem

Problem 2. R"™ comes equipped with the Lebesgue measure, which we denote by vol.
Does a manifold come with a “Lebesgue measure"?

However, there is a problem: transition maps may not preserve Lebesgue measure,
e.g. if f: R™ — R", f(z) = 2z is a diffeomorphism but vol(f(A4)) = 2" vol(A) for all
measurable A, so vol is not preserved.

Lemma 3.2.1

uppose f: R®™ D U — R" is a smooth map and A C U has measure zero, then
vol(f(A)) =0 as well.

Recall: A C R" has measure zero if and only if for all § > 0, there exists an open cover
{U;} of A by open balls such that ). vol(U;) < 6.

Proof. It suffices to prove the Lemma when A is contained in a compact subset of
C C U (exhaust U by a sequence of compact subsets and use that countable unions of
measure zero sets are measure zero). In that case, there exists L > 0 such that

|f(z) — f(y)| < L|z — y|

for all z,y € C' (Consequence of entries of Jacobian being bounded on compact subset
(). Given § > 0, pick a cover of A by balls U; with

)
zi: vol(U;) < In

Then the sets f(U;) cover f(A), and each is contained in a ball V; of radius L (radius
of U;). So
vol(V;) < L™ - vol(U;)

hence

vol(f(A)) < L"™- Zvol(Ui) < 0.

Since § > 0 is arbitrary, vol(f(A)) = 0. |
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Definition 3.2.2

If M is a smooth n-manifold, a subset A C M has measure zero if 9(ANU) has
measure zero in R™ for all charts ¢.

Equivalently, if every point p € A is in the domain of a chart ¢ such that
#(ANU) has measure zero.

Here the equivalence if from the previous Lemma and the fact that unions of
countably many measure zero sets are measure zero.

Theorem 3.2.3: Sard’s Theorem

Suppose M, N are smooth manifolds, and F': M — N is smooth. Then the set
C C N of critical values of f has measure zero.

Recall: a critical point p € M is a point where df, is not surjective. A critical value
is the image of a critical point. It is not true that the set of critical points in M has
measure zero, e.g. if F' is constant, then it is all of M.

Corollary 3.2.4

If F: M — N is smooth and dim M < dim N, then everything in the image is a
critical value, hence F'(M) has measure zero. In particular, F' is not surjective.

Remark 3.2.5

This Corollary is false for continuous maps, e.g. there exists surjective continuous
maps S' — 2.

We will prove Sard for F': R — R.
Sard’s Theorem for F: R — R. Set

C = {critical values of f} C R,

and
Cr ={f(z): v € [-R, R] a critical point of f}

so that
o0
Cc=J Cr
R=1

Since this is a countable union, it suffices to show Cg has measure zero. Since f’ is
uniformly continuous on [—R, R], given € > 0, there exists § > 0 such that if

la —b| < 26
where a is a critical point in [—R, R] (so f'(a) = 0), we have

IF'(B)] <.
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Now cover [—R, R] with < % number of §-balls. For each y € Cg, pick a critical point
x € [-R, R] with f(x) = y, and let B be one of the above ¢-balls containing x. Then
|f’| < e on B, then f(B) is contained in a ball of radius €-d, by MVT. As y varies, these
f(B) cover Cr. So we have

4R
vol(CRr) < (6) - 2¢d = 8Re.
where % is the number of possible B’s; and 2¢d is the volume of interval of radius ed
containing f(B). As € was arbitrary, vol(Cr) = 0. |

§3.3 Application of Sard’s Theorem

Theorem 3.3.1: Whitney’s Embedding Theorem

If M is a smooth n-manifold, there exists a proper embedding M «s R?"+!

Remark 3.3.2

1. We will only prove the theorem when M is compact. See Lee for the general
case.

2. Whitney later proved that M can be embedded in R?" He also proved M
can be immersed in R?"~1,

3. (Cohen) Any compact, smooth n-manifold can be immersed in R2*~ ("),
where a(n) is the number of 1’s in the binary expression of n.

Example 3.3.3

The Klein bottle has an immersion to R?. You can perturb this to an embedding
K < R* by.

Proof. First, we show there exists an embedding M — R¥ for some N. Pick finitely
many charts (using compactness)

G U >R i=1,....k

such that there exists U; with U; C U! such that the U;’s cover M and there are smooth
functions p; such that p; = 1 on u; and p; supported in U/. Set

F: M — RF+F
= (p1(@)1(), - - -, pr (@) D1 (), p1(2), - - - s pre(T))

Note that each of the p;(z)¢;(z) are in R™, and each of the single p;(z)’s are in R.
Here, we set p;(z)¢;(z) = 0 outside U/ |

3/26
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Definition 3.3.4: Normal Space

If M C R™ is an m-dim embedded submanifold, then the normal space at p € M

1S
NM, = (TM,)* C TR} = R"

The normal bundle is
NM =| |NM, c TR"
p

and we let
m: NM — M

be the natural projection
m(x,v) = x.

Theorem 3.3.5: Dimension of the Normal Bundle
NM is an n-dim submanifold of the tangent bundle TR™.

Proof. By the local slice condition for embedded submanifolds, choose slice coordinate
¢ = (¢',...,¢") in some U C R™ such that

MNU={z: ¢"(z)=---=¢"(z) =0}

Now set for each x € U,

050 = (kv

coordinate system on TR ]

where

3/29
Thinking of NM as a submanifold of R™ x R", we define E: NM — R" by

E(z,v) =2 +v.

Definition 3.3.6: Tubular neighborhood

Given a positive continuous function : M — R, if the restriction of E to
Vs = {(z,v) e NM: |v] < d(x)} C NM
is a diffeomorphism onto its image U C r™ we call U a tubular neighborhood

Theorem 3.3.7

Every embedded submanifold M C R™ has a tubular neighborhood.
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Proof. Let
My ={(z,0):x e M} CNM

be the 0-section. Then My C NM is an n-dimensional submanifold (the charts from
the previous proof can be used as slice charts). Then F restricted to My, E ‘ Mo is a
diffeomorphism onto M C R", so

dE(x,O) ((TMO)(;C,O)) = TMm

We can view ((T'Mo)(z,0)) C T(NM)(z,0). Also, for fixed z € M, NM, C NM is an
embedded submanifold
PIC
and
E|NMT(35,U) =x+4v

where z is fixed, so
dE(T(NMy)(z,0)) = NM, C TR7.

We can view T'(N M) (5,0 C TNMs,0). So the image of dE contains
TM, + NM, =TR..

This implies dE is an isomorphism at (z,0) € NM, since NM,R™ both have dimen-
sion n. So, IFT implies F is a diffeomorphism onto its image when restricted to a
neighborhood

Vs(z) = {(2',v") e NM: |2/ —z| < §, || <6} C NM
for small §. Let 6(x) be the supremum of all such §. Then

0: M —R

is positive, and it is continuous, by triangle inequality (check). Set
1
V={(z,v): v|] < 56(:@}

We want to show F ’V is a diffeomorphism onto its image. We know it is a local diffeo-
morphism, hence it suffices to show that E|v is injective. If (z,v), (2',v") € V and

r+v=a +v

then

< d(z) WOLOG assume §(x) is bigger
This is a contradiction, since then
(:L'a U)v (xlv/) € V&(x) (:L’)

map to the same thing, while F is supposed to be diffeo there (we used |z — 2’| < d(x)
as above; and [vl, |v'| < $6(z) < §(x) by defginition of V). |
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Proposition 3.3.8

If U D M C R” is a tubular neighborhood of M, then there exists a submersion
r: U — M that is a deformation retraction.
i
Proof. St U £Z—5 vV c NM 5 M, and let
r=moE1L
This is a submersion. It is a deformation retract since r = Id on M C U, and the maps

E-! (z,0)—(z,tv)

U 1% vEuU

and let 7 be this composition. This gives a homotopy through U from r; = Id to
g =T. |

Theorem 3.3.9

Suppose M, N are smooth manifolds, f: M — N is a continuous map. Then f is
homotopic to a smooth map g.

Lemma 3.3.10

If f: M — R™ and e: M — Ry are continuous, there exists a smooth g: M — R”
with

|f(z) — g(@)] < e(z)
for all z € M.

Proof of Theorem. By Whitney Embedding, we may assume N C R™. Let U > N
be a tubular neighborhood, and pick e: N — R~ such that B(y,e(y)) C U forally € N.
By the Lemma, there exists a smooth

h: M — R"

where
[f(x) = h(z)] < e(f()).
(the e(x) in the Lemma is e(f(x)) here)
Note, if z € M, then h(x) € U by the definition of e.
PIC

Set
g=roh: M — N

where r: U — N is the submersion from the previous Proposition. Then g: M — N is
smooth and

gi(z) = r((1 = 1) f(x) + th(x)U).

cU

This is a homotopy from g = g1 to f = go. ]
3/31
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§3.4 Vector Bundles

Definition 3.4.1: Vector bundle

If M is a smooth manifold, a vector bundle of rank k over M is a continuous map
w: E — M such that:

1. For each p € M, the fiber E, = 7~!(p) has the structure of a k-dimensional
real vector space.

2. For each p € M, there exists a neighborhood U C M of p, and a homeomor-
phism
¢: 7 HU) — U x RF

such that myy o ¢ = 7 where 7y : U x R¥ — U is the projection (such ¢’s are
called local trivializations); and for each g € U, the restriction

¢g: By — {q} x RF = R*
is a linear isomorphism.

If £ and 7 are smooth, and the ¢ can be taken to be diffeomorphisms, we say
m: E — M is a smooth vector bundle.
We call E the total space, M the base space, and 7 the projection.

Example 3.4.2

1. Take M x R* — M is a smooth rank k vector bundle, which is trivial. We
can use the identity map as a “local trivialization", which is really global.

2. (Tangent bundle) Let 7: TM — M, then this is a rank n vector bundle,
where n = dim M. If .
¢o:U—=UCR"

is a chart, then

~ N N —1
) 2TU Y o= R 2 xR

(p,v) = (p, dép(v))
is a local trivialization.

3. (Normal bundle) Exercise. Use the slice charts we constructed for NM C
TR™ to give local trivializations for NM — M, where m C R™.

4. (Mobius bundle) Let Z act on R?, given by n(z,y) = (z +n,(—1)"y). Then

set

M=z \RQ
one can verify this is the open Mobius band. We can see the fundamnetal
domain as

PIC
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4/5

The projection 7g(z,y) = = factors as

R2 M, Z\R2 =M

km s

R&Z\R = 5!

PIC

This p is a rank 1 vector bundle. For a local trivilization, set U = mg1(0,1)
and set
¢: U xR = p~ 1 (U)

by setting
¢(p7 y) = TrM((ﬂ-Sl ’(0’1))71(1))7 y)

PIC This ¢ is a diffeo, and we can construct another such that
13

using the analogous formula. We want a vector space structure on each M,
q € S* such that ¢, give isomorphisms R — M,. The “transition map" is

(0,1) \% xR = p 1 UNV)+ (1/2,3/2) \ 1 xR
which is ¥~ o ¢

(z,9) T >
(fc,y)H{(HL_y) <

[ SRS

(check). So we can now equip each fiber M, = p~!(g) with the unique vector
space structure with respect to both ¢, are local trivilizations. On each
fiber in the overlap, the transition map above is either y — y or y — —y,
which are both linear isomorphisms of R, so the same vector space structure
works.

Supppose 7: E — M is a smooth vector bundle and we have local trivializations

and

Then

bo: 7 HUy) — Uy x RE
g 7T_1(U5) — Upg x R*

pp ooyt (UaNUg) x RY = (Uy NUg) x R

has the form

pp oy (p,v) = (p,7(P)v)

where 7(p) € GLg(R). In other words, for each fixed p,

—1
¢ﬁ © (Zs(y |p><]Rk

58

is a linear isomorphism, hence is given by multiplication by an invertible matrix. Here

TaB: Ua XUg*)GLkR
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is smooth, which is immediate from the fact that local trivializations are smooth (diffeo).
These 7,3’s are called transition functions.

Lemma 3.4.3: Vector Bundle Chart Lemma

Suppose M is a smooth manifold and for each p € M, we have a k-dim vector
space E,. Let £ = U,Ep, let m: E — M be the obvious map, and suppose we
have a cover {U,} of M and for each o we have a bijection

bo: T HUy) = Uy x RE
that is a linear isomorphism on every fiber, i.e.
k
N 5B P xR

is an isomorphism, and where for each pair «, 3, we have
ppody' i UsNUs x R = Uy NUs x RE
(p,v) = (P, Tap(p)v)

for some smooth
Tapg: UaNUg — GL; R.

Then there exists a unique smooth structure on F that makes 7: E — M into a
smooth vector bundle where the ¢,’s are local trivializations.

Proof. See Lee. ]

Example 3.4.4: Whitney sums

Suppose 1g: E — M, g : E' — M are vector bundles of rank k, k’, respectively.
Set
T F— M

to be the union
F=U,E,0E,

with 7, the obvious projection. If
¢: 15 (U) = U xR* ¢ = (1R, ¢a)
¢ gt (U) = U xRF ¢ = (mpr, ¢h)
then we set
p@ ¢ (UNU) = m (UNT)
(p,’U + UJ) = (pa ¢2(p7 U) + QSIZ(pa ’UJ))

If 7, is the transition function from ¢, to ¢g, and 7/, 5 1s the transition function
from ¢, to ¢, then the transition function from ¢, © ¢, to ¢g & ¢j is

€ GLi+w R
e (7 i) ST
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So there exists unique smooth structure on E @ E’ ;= F making it into a vector
bundle.

Example 3.4.5

Let m: E — M be a vector bundle, let S C M be some submanifold. Then we can
make a vector bundle
ng: B ‘ Pt

(E|s)p =L

where we can take restrictions of local trivilizations for E as local trivilizations for

El,.

Definition 3.4.6: Section of a vector bundle

A section of a vector bundle n: E — M is a map o: M — E such that moo = Id.
So o(p) € E, for all p. We will assmu all sections are continuous, and offen we will
consider smooth sections.

A local section over an open set U C M is a section of F g le.amapo:u— E
with m oo = 1d.

Example 3.4.7

1. The zero section {: M — E, ((p) = (p,0) € E,.
2. Sections of TM — M are vector fields.

3. Sections of M x R*¥ — M are essentially functions M — R¥.

Definition 3.4.8: Local frame

Let m: F — M be a rank k vector bundle. A local frame over U C M is a tuple
(01,...,0%)
of local sections over U such that for all p,

{(01(]7), . "O—k(p))}

is a basis for F,. It is a global frame if U = M.

Local frames are “the same as" local trivializations: If ¢: 7= }(U) — U x R* is
a local trivialization, we can let, for p € U,

oi(p) = ¢~ (p, ei)

where e; is the ith standard basis vector, and then the o4, ..., 0y give a local fram over
U.
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Conversely, if (o1,...,0%) is a local frame over u, the map

7Y U) = U x RF

<p’zalal ) pvala"'vak)

is a local trivialization.
4/7

Example 3.4.9

Ifop:U— U C R" is a chart for M then the vector fields

R
Ozl 0x2’ 7 Oxn

form a local frame for TM over U
Definition 3.4.10: Bundle homomorphism over a common base

Let 7: E — M and n’: E/ — M be smooth vector bundles over M. A smooth
bundle homomorphism over M is a smooth map F: E — E' such that

E—F L F

N

commutes, i.e. F'(E,) C E,, and where
F,=F|, : E, ~ E,

is linear.
We say F' is an isomorphism if it is also a diffeomorphism, in which case each
F, is a linear isomorphism (because it is a bijection).

Definition 3.4.11: Trivial bundle

We say a bundle 7: E — M is trivial if it is a isomorphic to a product bundle
M x RF.

Note, a local trivilization
¢: 7 HU) — U x RF

is a bundle isomorphism from the restricted bundle F |U to U x R¥, hence the name
local trivialization.
In particular, a bundle F — M is trivial if and only if there exists a global frame.

Example 3.4.12

The Mobius bundle M — S! is not trivial because it admits no non-vanishing
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section, and hence has no global frame. Here a non-vanishing section is a o: S* —
M, o(p) # 0 € M, for all p.

PIC

Any section of M gives a function f: [0,1] — R such that f(0) = —f(1). By
the Intermediate Value Theorem, such a function must vanish somewhere.

Example 3.4.13

Suppose : B — M and 7’: B/ — M’ are bundles, then the projection
E®oF - F

is a bundle homomorphism over M.

Definition 3.4.14: Bundle homomorphism, general

Ifm: E— M,and 7’: E' — M’ are bundles over different spaces, and f: M — M’
is smooth, a smooth bundle homomorphism over f is a smooth map F: E — E’
such that the following diagram

E L F

ML
commutes; and where
F, = F|Ep: E, = E}

is linear for all p.

Example 3.4.15

If f: M — M’ is smooth, then df: TM — TM’ is a bundle homomorphism over
f-

Case Study: Suppose 7: E — M is a vector bundle, we can define 7*: E* — M to
be the dual bundle, where

(E*), = (E,)* = {linear f: E, — R}

Here, if eq, ..., e, is a local frame for E, then ej,..., e} is a local frame for E*, where
the e;’s are defined by
ei(ej) = ds5.
As an exercise, one can show that the associated local trivializations for E* have
transition functions of the form

hence are smooth maps into GL,R.



CHAPTER 3. STRUCTURES OF SMOOTH MANIFOLDS 63
Definition 3.4.16: Cotangent bundle
The dual T*M = (T'M)* is called the cotangent bundle.

If f: M — R is smooth, then the map
p— (dfp: TMp — TRf(p) = R) S T*Mp

is a smooth section of the cotangent bundle T*M, i.e. a covector field or a I-form. If
we pick local coordinates (z!,...,2") on U C M,

d:vp <8xj
)

so dz!,...,dz" is the dual local frame to 521, ..., 52
Hence, any 1-form, i.e. smooth section of T*M can be written as

w = Z a;dz’
i
where smoothness of w is equivalent to the smoothness of the coordinate functions a;.

For instance,
af . .
df = ~dax’.
3,

The 88 ;Z ’s are partials of the coordinate representation, or one can regard as df ( 3

) =6;; forallp
P

).



Chapter 4

Towards a Cohomology
Theory for Smooth Manifolds

Goal for the rest of the course: We will construct a chain complex

d d d
0—C®(M)— {lforms} — {2-forms} = ...
——
“0-forms" sections of T* M sections of some other bundle

and a related DeRham cohomology theory,

HCIZCR(M) = kerd’{k_forrns} /lm d|{(kz71)—forms}

where H%5, (M) will be a real vector space.
For instance,

HY%(M) = ker[d: C%(M) — {1-forms}]
= {locally constant functions f: M — R}

o~ R#components7

which is the same as Ho(M;R) or H°(M;R), the singular (co)homology spaces.

§4.1 Linear Algebra and Tensors

Definition 4.1.1: Multilinear function

If V is a vector space, a function

T: Vx---xV—=R
————

k times

is multilinear if it is linear in each coordinate, i.e.
T(v1,...,qu; + Pw;i,...,vk) = aT(V1, ..., Uiy ooy 0%) + BT (V1,0 o, Wiy o v, V)

for all o, B, v;’s, and w;’s.
We denote
T"(V) := {multilinear functions V* — R}.

Example 4.1.2

1. If k = 1, then multilinear means linear, so T1 (V) = V*.

64
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2. If ¢1,...,0, € V* we can define the multilinear function
¢1®"'®¢)k: Vx---xV >R
defined by

D1 Q@@ Pr(vi,...,0k) = P1(v1) - - - P (vk).

We call this map ¢ ® - - - ® ¢ the tensor product of ¢1, ..., ¢r. With this in
mind, we often call elements of T%(V) (contravariant) k-tensors. Remark:
In the more abstract language,

T"V) =2V e eV,
and Lee calls it T%(V*) instead of T*(V).

Note that 7%(V) is a vector space because we can scale and add multilinear functions.
Theorem 4.1.3: A Basis for T(V)

Let V be an n-dim vector space. Suppose ¢1, ..., o, is a basis for the dual space
V*. Then

{(Z)i1®--~®(biklil,...,ikE{l,...,n}}
is a basis for 7%(V). Hence,

dim TH(V)) = n*.

Proof. Let ey,...,e, be the basis for V dual to ¢1,...,¢,; i.e. ¢;(ej) = ;.
For linear independence, it suffices to show no ¢;; ® --- ® ¢;, is in the span of the
others. To that end, we notice that

¢’L‘1®“'®¢ik(ei17"'aeik):1"'1:1

but any other of the proposed basis elements gives 0 on e;,,...,e;, . Evaluation on
(€iy,---,€;) is a linear map T*(V) — R, and it is non-zero exactly on the element
¢i, @ -+ ® ¢;,, (among the proposed basis vectors), this shows thatg;, ® --- ® ¢, is not
in the span of the other proposed elements.

Now for span of the whole space. Given an element f € T*(V), i.e. a multilinear
function f: V¥ — R, we claim that

f: Z f(6i17"'7eik-)¢i1®“'®¢ik'

tuples
(41 yeenyik)
Indeed, both sides give the same output when applied to (e;,,...,e;, ); combining this
with multilinearity implies both sides give the same output on all (v1, ..., vg). |

Definition 4.1.4: Tensor Product of Two Multilinear Functions

If T € TF(V), and S € T*(V), then we can define the tensor product of T and S,
which is a (k + ¢)-multilinear map

T®SeTH V)
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defined by
T® S(’Ul, e 7’Uk+g) = T(Ul, R ,Uk)S(’Uk_H, e ,’Ug).

This turns the sum of all the T*(V), k > 1, i.e. Uy, T"(V) into an object called the
tensor algebra, in which you can sum multilinear maps using the vector space structure
and multiply using the tensor product.

Definition 4.1.5: Alternating Multilinear Function

An element T € T*(V) is alternating if
T(v1, .3 Viyeey Uy V) = =T (V1,00 ., Uy ey Vs oo, V)

for all vy,...,v, € V.

Theorem 4.1.6: Characterization of Alternating Multilinear Functions

Let T € T*(V). The following are equivalent:
1. T is alternating.
2. T(vi,...,v,) =0 if v; = v; for some i # j.

3. If a € S), (the symmetric group on k letters) acts on V¥ by permuting the
entries, then
Too=sgn(o)T

for any o € Sj.

Recall that the sign sgn(o) of a permutation o is defined to be sgn(c) := (—1)® where s is
the number of transpositions when we write ¢ = o1 - - - 0, each ¢; being a transposition.

Definition 4.1.7: The Set of Alternating k-Multilinear Functions, Wedge-k of V'

We denote the set of all alternating k-multilinear functions/alternating k-tensors
to be
AR(V)

We call this Wedge-k of V

Example 4.1.8

« 1-tensors are all alternating, so \' (V) = TH(V) = V*.
e R? 5 R, (x,y) — zy is a non-alternating 2-tensor, while
(z,y) =0

is alternating.
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Proposition 4.1.9

A E-tensor T is alternating if and only if T'(v1, ..., v;) = 0 whenever vy, ..., v are
linearly dependent.

Proof. First we assume that T is such that T(v1,...,v;) = 0 whenever vy,...,v, is
linearly dependent. We want to show T is alternating, which by the above Theorem, it
suffices to whot that T'(vy,...,v;) = 0 whenever v; = v; for some i # j. But his follows

immediately from the fact that if v; = v; then the input set is linearly dependent, hence
by the assumption, T'(vy,...,v,) = 0. So T is alternating.

Conversely, suppose T is alternating. Suppose we have vy, ..., v is a linearly de-
pendent set. Then some v; is a linear combination of the others, write it that way and
expand using biliearity. All terms then have a repeated input, giving zero. |

Corollary 4.1.10
AF(V)=0ifk>n=dimV

Proof. If k > n, then there is no linearly independent set v1, ..., v, of k vectors, so T
always outputs zero. |

Definition 4.1.11: Elementary Alternating k-Tensors

Fix a basis {e1,...,e,} for V and let {€!,...,€"} be the dual basis for V*. For
each k-multi-index
I=(i1,...,ig) € {1,...,n}

set ] ]
et(vy) ... €(vg)

el (vy,...,v) = det

eik(.vl) eik(.vk)

These are called elementary alternating k-tensors.

Observe that €/ is an alternating k-tensor, hence €/ € A¥(V).
When I = {1,...,n}, € is just the determinant map:

(v1,...,0,) — det(vy, ..., v,)

where we view the v;’s on the RHS as column coordinate vectors w.r.t. the e; basis.
We say the k-multi-index I = (i1, ...,1) is increasing if i1 < iy < -+ < ig.

Proposition 4.1.12

For a k-multi-index J = (41, ..., jk), where each j; € {1,...,n}, set

ey = (€5, ...,€5).

Then if we have k-multi-indices I = (iy,...,ix),J = (j1,.-.,jk), where both are
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increasing, then

GI(eJ):{1 I=J

0 otherwise
Proof. If I = J, then
e’ (e;) = det(Id) = 1.

Otherwise, since both are increasing and length k, there is an index of J that is not an
index of I, giving a zero column in our matrix, hence €/ (e;) = 0. [ |

Theorem 4.1.13: A Basis for Alternating k-Tensors

The set of alternating elementary k-tensors with increasing index:
{€!: I increasing, length k}

is a basis for A¥(V).

Proof. Linear independence follows from the previous Proposition: suppose by way
of contradiction that some €’ in the set is the linear combination of some other ones,

i.e. we can write
I_ I
€ = E aje
J

where all the I;’s # I. Then plugging ey into both sides give 1 = 0, a contradiction.
For span, suppose o € A*(V), then we observe that

o= Z aler)el.

increasing I

Indeed, both sides are alternating, and evaluate to the same thing on all e;’s, where
J increasing, and hence on all e;’s (not necessarily increasing. This follows from both
sides being alternating). Hence on all V¥ by bilinearity. |

Corollary 4.1.14

L dim A*(V) = (7).

2. A"(V) = R, spanned by the single element ¢/, where I = {1,...,n}, i.e. the
map
(U1, .., 0,) — det(vy, ..., 0p).

Remark 4.1.15: Determinant is the Unique Alternating Multilinear Map

It follows from this Corollary that the determinant is the unique function from the
set of n X m matrices M, «,, to R that is alternating, multilinear in the columns,
and satisfies det Id = 1. Indeed, any function that is alternating and multilinear
must be some constant multiple of the determinant function, and hence there is
only one that satisfies det Id = 1.
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The pullback of an alternating k-tensor Suppose L:V — W is a linear map
between vector spaces. Then there is an induced linear map

L*: AF(W) — AR(V)
called the pullback, defined by
L*(T)(vyy...,v5) =T(L(v1),. .., L(vg)).
In the special case where the linear map is L: V' — V, and say n = dim(V'), we have
L*: A"(V)ZR - R=ZA"(V)

is a linear map from R to R, hence must be multiplication by a scalar. What is this
scalar?

Choosing coordinates, and regarding the the following v;’s as column vectors, we
have

L* det(vy,...,v,) = det(L(vy), ..., L(v,))
=det(L - (v1,...,v,)) (here we regard L as a matrix)
= det(L) - det(vy,...,v,).

Hence we see that the scalar is det(L).

Definition 4.1.16: Alt(T)

Suppose T' € T*(V), we define

1
Al(T) = o Z sgn(o)T o o.
" o€eSy

Example 4.1.17

1. For T € TY(V'), we have Alt(T") =T.
2. For T € T*(V), we have

AI(T) (v, w) = %(T(v,w) — T(w,v)).

Proposition 4.1.18

1. Alt(T) is alternating.

2. If T is alternating, then Alt(T) = T.

Proof. 1. Suppose 7 is a transposition, then

1
Alt(T)oT = o Z sgn(c)ToocorT
€Sk
1
=1 Z —sgn(ocoT)TooorT
€Sk
= — Alt(T) reindexing
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2. Homework.

This Proposition shows that we get a inear projection

Alt: TF(V) — AR (V).

Definition 4.1.19: Wedge Product

Suppose w € A*¥(V),n € A(V), define the wedge product of w and 7 to be

|
WAn = (k]:;)' Alt(w @) € A4V,

Recall that the tensor product is defined to be
w@n(v1, .. V) = w(V1, V%) MVt - Vkte)
This defines a bilinear map

A AF(V) x AY(V) = AR (V).
Proposition 4.1.20

If €!,...,€" is a basis for V*, dual to ey,...,e, € V. Then
e nel =€l

where IJ is the multi-index that is the concatenation of I and J.

Recall here that if we have the k-multi-index I = (iy,...,14x), then we define
€1(vy) ... €et(vy)
el(vy,...,vp) = det : ) :
€k (vy) ... ()

Proof. Let P = (pi,...,pri¢) be a (k + ¢)-multi-index. Apply both sides to

ep = (€pys--rCpie)

If P contains a repeated index or an index not in either I or J, then both sides of the
equation give 0 when applied to ep. Hence, it suffices to take P = IJ, since we know
how alternating k-tensors behave under permutation. We have

k+1)!
( k'é') Alt(61®€J)(6[J)

:wuﬂiw > sen(o)(e! @) oolers)

1

= Z sgn(o)e’ (ey (1))’ (o) -

0ESk4e

el A EJ(GIJ) =

O'insk+1(
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Proposition 4.1.21

The operation
A ARV x AS(V) — ARV

is
1. Bilinear.
2. Associative: (WAN)AC=wA (nAQ).
3. Anticommutative: if w € A¥,n € A?, then

wAn=(=1)*nAw.

4. I I = (iq,...,ix) then _ _
el =€ A A€,

5. If UJ17- --awk € V*7 then
WA /\wk(vl,. C V) = det(wj(vi))

where w? (v;) is the 4, j-th entry of this k x k matrix.
Proof. [ |

Remark 4.1.22

AV) = AkW)

is called the exterior algebra of V. It is a graded associative algebra, in the sense
that it is a vector space with a multiplication A that respects the “grading”, i.e.

AR AAE C AR
Hence, we define A°(V) := R, and if ¢ € R, then
CAW = cw.
Note also that if L: V' — W is a linear map, we get an induced map
AW) = A(V)
and

(k4 0)!
1!

L*(wAn)=L" ( Alt(w ® 77)) =L'wAL'n

that is, L* is a map of algebras.
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§4.2 Differential Forms
Let M be a smooth manifold. Set

AM(TM) = | |AM(TM,)

Now we shall give A*(T'M) a smooth vector bundle structure (over M). Pick a chart
with local coordinates (x!,...,z") for M, and use

{da:] : I an increasing k-multiindex}
as a local frame for A¥(T'M). Here, if we have the multiindex I = (iy, ..., i), then

de! =da® Ao Adate.
Recall here that da’ is the dual to the basis element x¢, or %.

Note that the dz* form a basis for (T'M,,)* at every p (these are the €'’s), hence their
wedges (i.e. the e/ =€t A--- A e for I increasing) give a basis for A*(T'M,) at every
p (see the Theorem on Basis for Alternating k-tensors).

Small example: AY(TM) =T*M.

Definition 4.2.1: Differential form

A smooth global section of AF(T'M) is called a (smooth) k-form. We denote the
set of all k-forms on M to be QF(M).

Differential form in local coordinates In local coordinates, a k-form w can be
written as

li . .
w = Z wrda! :wad:r“ A Adat.
I

I increasing multiindex

where the w;’s are smooth functions.

Definition 4.2.2: Wedge product of forms

We can define
A QF(M) x QY(M) — QFFE(M)

pointwise. That is, we have

(WAN)p(v) = (wp Anp)(v)

Definition 4.2.3: Pullback of forms

Suppose F': M — N is a smooth map between smooth manifolds. Let w € QF(N),
we can define the pullback of w along F: F*(w) € QF(M), which is a k-form on
M. Tt is defined by the following:

(F*w)p(v1,. . 0k) = wp@py (dFy(v1), ..., dFp(vg)).

Here are some facts about the pullback (Lemma 14.16 in Lee):
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1. F *xw is smooth, and w — F*w is R-linear.
2. F*(wAn)=F*wA F*n. This is true because it is true pointwise(?).
3. In any smooth chart,

/

F <Z/w1dyi1/\~~/\dyi’“> :Z(wloF)d(yiloF)A~~/\d(yi’“oF).
I I

Example 4.2.4

Set F(r,0) = (rcosf,rsinf), and let w = dz A dy, which is a 2-form on R2.

F*dz Ady = d(rcosf) A d(rsind)
= (cos Odr — rsin 6d) A (sin dr + r cos 6d6)
= (cos? 0 - r +sin?0 - r)dr A df
= rdr A d6.

In the computation above,

sinf rcos6

JF — (cos& —Tsm0>

S0
(cos®6 -r +sin?0 -r) = det JF.

In general, if F': U — V, where both U,V C R”, and w = adz' A --- A dz™ is an
n-form on V| then

(f*wp = (dfp)*wf(p) = (det pr) : a(f(p))dxl ARERNAN dxn)

by our earlier formula for pullbacks on A" (V) by linear L: V — V.

Proposition 4.2.5: Pullback of top degree forms

§4.3 Exterior Derivative

Exterior derivative on R" If w = > w;dz! is a k-form on R”, define the (k -+ 1)-
form ,
dw = Z dwy A dz!.
I

For example:
1. When w is a O-form, i.e. a smooth function, then dw is as before,

3wi
- ozt

dw = dzt.
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2. If w is a 1-form, then
dw=d (Z widxi>
= Z dw; A da?
ow; . )
- ZV A i
= Z B2 dz’ | Ndx
i J

o 8wj 6wi i j
_Z<8xi azj)dgc Ada’.

i<j

For instance, if w is the derivative of some function,

w:dfzzgjidxi,

then
dw =dfdf

23

=0 by Clairault’s Thm.

Proposition 4.3.1

1. d is linear over R.
2. d(wAn) =dwAn+ (=1)kw A dny.
3. dod =0.

4. f F: U -V C R", w a smooth k-form on V', then

F*(dw) = dF*w.

Proof. For 2., Suffices to take w = udz!,n = vdz”’. Then
d(w An) = d(uwvda’ Adz?)
= (vdu + udv) A dz! A dz’
= (du Adz) Avdz? + (=1)*udz! A (dv A dz?)

Exercise: Show that for any multiindex I, d(ade ) = da A dz’, not just for increasing
I |

Exterior derivative on smooth manifolds

Theorem 4.3.2

Suppose M is a smooth manifold. Then there exist unique linear maps

d: QF(M) — QFFL (M)
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such that
L dlwAn) =dwAn+ (=1)*w Adny.
2. dod=0.
3. If f € Q°(M) = C>°(M), then df is the usual differential.

Moreover, in any coordinate chart, d is given by the formula we have for exterior
differentialtion on R™, i.e.

/
dw = Zdwl Adz!.
I

Also, d commutes with pullbacks by smooth maps, i.e. if f: M — N is smooth,
then
d(f*w) = f*dw.

§4.4 Orientation

Definition 4.4.1: Orientation on Vector Space

We say that two ordered bases for a vector space V' have the same orientation if
the change-of-basis matrix has positive determinant.

Equivalently, two ordered bases (e1,...,e,) and (f1,..., fn) have the same
orientation if the unique linear map such that L(e;) = f; for all 1 < ¢ < n has
positive determinant.

This then defines an equivalence relation on the set of ordered bases of V', with
exactly two equivalence classes, called orientations of V.. An oriented vector space
is one equipped with a choice of orientation. If V' is oriented, ordered bases in
the chosen orientation are called positively-oriented, while the others are called
negatively-oriented.

Example 4.4.2: Orientation on Euclidean Spaces

The standard orientation of R™ is the equivalence class of the standard basis
€1,...,€n.

In R?, equipped with the standard orientation, a basis v, w is positively-oriented
if and only if the angle from v to w is counterclockwise; while the basis is negatively-
oriented if the angle from v to w is clockwise.

@ RCCI;G NqJ onuleq =

> Qm

In R? (again with the standard orientation), positively-oriented bases are deter-
mined by the right-hand-rule:

aﬂln <T
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o z
~e W c—
<,
v

(va,2)

Proposition 4.4.3: Orientation on Vector Space determined by a Tensor (Lee Prop.15.3)

Suppose V' is an n-dimensional vector space. Then any non-zero 0 # w € A™(V)
(this is an alternating n-tensor, so its a function on an n-tuple of vectors) deter-
mines an orientation O, of V as follows: if n > 1, then O, is the set of ordered
bases (vi,...,v,) such that w(vy,...,v,) > 0; while if n = 0, then O, is +1 if
w>0,and -1 if w < 0.

Moreover, two elements of A™(V') determine the same orientation if and only
if each is a positive multiple of the other.

Proof. If (vi,...,v,), (wi,...,w,) are ordered bases and A: V — V,A(v;) = w;.
Then

w(wy, ..., wy) = w(Avy,. .., Av,)
= A*w(v1,...,v,) by definition of pullback of alternating tensor

=det A-w(vy,...,v,). we showed that pulling back a top-deg tensor is multiplication by det A

Hence, two bases have the same orientation if and only if w(vy, .. .,v,) and w(wy, ..., w,)
have the same sign, which is the same as saying that O, is one equivalence class. The
last statement then follows easily. Indeed,

Suppose w,n € A"(V) determine the same orientation, i.e. w(ws,...,wy) > 0 if and
only if n(wy,...,wy,) > 0. Then [ |

Remark 4.4.4

1. An orientation of a 1-dim vector space V is just a choice of a nonzero element
up to a positive-multiple. The Proposition then implies that to give an
orientation of V is equivalent to giving an orientation of A™(V) = R (not
sure what this means exactly).

2. An orientation of a 0-dim vector space V is either + or —. Since A°(V) = R,
this still corresponds to picking an orientation of A°(V).

3. A linear isomorphism L: V — W of oriented vector spaces if either orienta-
tion preserving (0.p.) or orientation reversing (o.r.), depending on whether L
sends positively-oriented bases to positively-oriented bases, or to negatively-
oriented bases.

To determine which one L is: pick positively-oriented bases for V and W,
then look at the matrix representation A for L. If det A > 0, then L is o.p..
Otherwise, L is o.r..
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Definition 4.4.5: Pointwise Orientation on Manifold

A pointwise orientation for a manifold M is an orientation for each T'M,,p € M.

For instance, R" comes with a standard orientation on each TR} = R.

We say that a local diffeomorphism f: M — N between pointwise oriented mani-
foldsd is orientation preserving (o.p.) or orientation reversing (o.r.) if df, is o.p. or
o.r., for all p € M. Note: a local diffeomorphism need not be either.

Definition 4.4.6: Orientation on Manifold

An orientation of a smooth manifold M is a pointwise orientation such that M
is covered by orientation preserving charts into R™ (equipped with the standard
orientation).

Remark 4.4.7

1. Would also suffice to say M is covered by orientation reversing charts, since
you can compose with an orientation reversing diffeomorphism of R”, e.g. a
reflection to get an orientation preserving atlas.

2. If f: M — N is a local diffeomorphism of oriented manifolds (not pointwise
oriented) and M is connected, then f is either o.p. or o.r. (Exercise)

3. Equivalently, a pointwise orientation is an orientation if around every point,
there is a local frame that is positively-oriented.

Proposition 4.4.8: The Orientation Determined by a Coordinate Atlas (Lee Prop. 15.6)

Suppose M has a smooth atlas where all transition maps are o.p. Then there exists
a unique orientation of M such that the charts in the atlas are o.p..

Proof. To define the orientation on M, pick some p € M and a chart ¢ around p, and
use d¢, to pullback the standard orientation on R™ to an orientation for T'M,,. That is,

let
7] 0
oz’ G
be a positively-oriented basis for T'M,, (recall: % = d¢, ' (e;)). Since transition maps
are 0.p., this is well-defined and the charts ¢ are o.p. |

Definition 4.4.9: Oriented Manifold
A manifold is said to be oriented if it admits an orientation.

Example 4.4.10: 7™ is an orientable manifold

We show that T" = 7zn \Rn is orientable. The transition maps for the natural
atlas coming from the covering map are restrictions of deck transformations, i.e.
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translations, which are o.p.. The induced orientation of 7" is the one where
R™ —T" is 0.p..

Example 4.4.11: The Mobius Band is not orientable

In the coordinates below, let

€: [03 1] - {+7 7}
where €(t) is the sign of the basis (e1, e2) € T'M(4,5) with respect to an orientation
we suppose we have. This €(t) is continuous (i.e. constant) but €(0) = —e(1) since

(0,0) ~ (0,1) and TR?(LO) is identified with TR%O ;) via the map

(x’y) = (.’L‘, _y)a

which is orientation reversing.

Yo

f"\'—' G’:‘TS"‘ @\/
(o) o (1,2)

§4.4.1 Orientation on the Boundary
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Definition 4.4.12: Outward Pointing Vector

Let M be an oriented manifold with boundary and let p € M. A vector N € T'M,
is outward pointing if whenever

¢:U—V CH"

is a chart around p, d¢(INV) € TH(;‘(N) has negative last coordinate.

) o

IM
N

Definition 4.4.13: Boundary Orientation

Let M be an oriented manifold with boundary. The boundary orientation on OM
is defined by declaring a basis (v1, ..., v,—1) for T(OM), to be positively-oriented
whenever (N, v1,...,v,—1) is a positively-oriented basis for T'M,,, for some outward
pointing N € T'M,,.

It is left as an exercise to show this is a well-defined orientation.

Remark 4.4.14: Orientation of S™

S™ C R™*! is orientable since it is 3B" ! (closed ball), abd B™*! is orientable.

§4.5 Volume and Integration

§4.5.1 Volume of Parallelopiped

Here is a fact: If B = (v1,...,v,) is an ordered basis for R™, then
\det(vl, ce ,’Un)|
is the volume of the parallelopiped spanned by v1, ..., vy,.

Z:;Zaw ok (v ] |

-

Proof of Fact. Let B = (v1,...,v,) be an ordered bases of R”. Consoder the
function

B — sgn(det(vy,...,vy,)) - vol Pg
where Pg is the parallelopiped spanned by the basis vectors. This function is multilinear
as can be seen:
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M -
g y
= »
— _— —2" NS
Vs ¢ —
e B y .\I"

and vanishes on linearly dependent set of vectors, so it is an alternating n-tensor. More-
over, our function takes the value 1 on the standard basis. These two facts imply that
the function is the determinant function, since A”(R™) is a 1-dim vector space (hence
its elements are exactly scalings of det). |

The above fact shows:

1. More generally, the only reasonable way to assign a notion of volume to a paral-
lelopiped in a vector space is via an alternating tensor.

2. If L: R™ — R" is linear then L distorts volume by |det L], i.e.
vol(L(A)) = |det L| - vol(A).

For instance:

e,,']‘/_/_/jj — UVJ////

', Ue,
ij\ Lﬂ.{
- ot = [ ot (Uea Ue )

= A -

§4.5.2 The Change-of-Variables Formula

Suppose G: U — V is a diffeomorphism between open subsets of R”, and f: V — R is
a compactly supported function. Then

/fdxl---dm":/fOG|d0th|das1-~da:".
v U

Explanation: You need some new factor above to account for the fact that G stretches
volume. E.g.:
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W Gkl = 2x \

—

U fv

The factor |detdG,| is the infinitesimal distortion of the volume of G, since near p,
G ~ dG, and |det dG| measures volume distortion of dG.

Note that you don’t integrate functions, you integrate functions against Lebesgue
measure, so the Change-of-Variables formula includes a factor relating to Lebesgue mea-
sure.

§4.5.3 Integration of Forms

Definition 4.5.1: Integral of a Compactly Supported Top-Degree Form on R"

Suppose w is a compactly supported n-form in some open U C R", where

w= fdzt A Ada™.

/w::/fdx1~~dx”.

Proposition 4.5.2: Integral of Pullback of Top-Deg Form via o.p./o.r. Diffeo, on R”

Then we define

Suppose G: U — V is an o.p. or o.r. diffeomorphism between open sets U,V in
R™, and w is a compactly supported n-form on V. Then

/G*wz Jw G%So.p.
—[w Gisor.
Proof. Suppose G is o.p., and we write w = fda! A--- Adz™. Then

/G*w = /f o G det(dG)dz! A ---dz™ Pullback Formula for Top-Degree Forms

= / fda!'---dz™ Change-of-Variables Formula
- / w

Definition 4.5.3: Integral of Cmpctly Supp Top-Deg Form on Orient Manif

Suppose M is an oriented n-manifold, and w is an n-form on M that is compactly
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supported within the domain of some orientation preserving chart. Then we define

Jo= [,

Note: the definition of fw does not depend on the particular ¢, since the transition
map between any two such ¢ is an orientation preserving diffeomorphism, hence by the
above Proposition, the integrals are the same.

where ¢ is any such chart.

Definition 4.5.4: Integral of Any Top-Deg Form on Orient Manif

Suppose M is an oriented n-manifold, and w is an n-form on M. Pick a partition
of unity {p;} such that each p; is compactly supported within the domain of some
orientation preserving chart. Then we define

To ensure this is a good definition, we need the following fact: Fact: [w is independent
of the choice of {p;}.

Proof of Fact. Suppose {¢;} is another partition of unity. Then we have
S [ow=3 [T s
i i ]

= Z / Yipiw
4,J

v/ (z pz) e
j i

=y / hjw.
J

Remark 4.5.5

1. If w is a 0-form on an oriented 0-manifold M, we define

/ w= Y sgn(p)w(p)
pEM

where recall that sgn(p) is + or — depending on orientation.

2. If S C M is an oriented k-submanifold. Then if w is a k-form on M, we write

/w::/i*w
s s
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where 7: S — M is inclusion.

Proposition 4.5.6: Properties of Integrals of n-forms on n-Manifold

1. (integration is linear)

/anrgn:a/ erb/ 7.
M M M

2. If —M is M with the opposite orientation, then

el

3. If w is positively oriented (i.e. w(vy,...,v,) > 0 whenever vy,...,v, is a
positively oriented basis for some tangent space), then

/w>0.

4. If G: M — N is an o.p. or o.r. diffeomorphism,
/ = Jyw  Gisop.
M —Jyw Gisor.
Theorem 4.5.7: Stokes Theorem

Let M be an oriented n-manifold with boundary, and w be a compactly supported

(n — 1)-form. Then
/ dw :/ w.
M oM

Note that OM has orientation (vi,...,v,—1) € TOM, is positively orientated when
(N,v1,...,v,-1) is positively oriented for T'M,,, and N outward pointing.

Remark 4.5.8: on Stokes’ Theorem

1. If OM =, then the Theorem implies fM dw = 0.

2. Suppose M = [a,b] (so a 1-Manifold with boundary). Suppose w is a smooth
function, then dww’(x)dz..

PIC

So, Stokes’ Theorem says

b
/ W' (z)dz = w(b) — w(a),

which is the Fundamental Theorem of Calculus.
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3. Stoke’s Theorem specializes in dimensinos 2 and 3 to the classical Greene’s
and Stokes’ Theorems from multivariable calculus.

§4.5.4 Stokes’ Theorem
Stokes’ Theorem. Suppose M = H", w is supported in

[-R,R] x --- x [-R, R] x [0, R],

write R
w:Zwidxl/\---/\daﬁ/\---/\dx”
J
and hence
dw = dw; Ada' Ao Adad Ao Ada”
i
80.}]' j 1 ~ i n
=> S 2ded Ada' A Adad A Ada
— JxJ
i,
-
So

[-mras=ye [T

§4.6 The DeRham Isomorphism Theorem
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